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ZEERRBOERPRNBELERD DO TH 3. ZITAHAFRTIE, T7v TARXALNVIESRERD, Fv
THEOBENELRTH I AV 4 Y T RXET 30N e ERERAAL. EEFLAREFMICBVT, &R
CEIAOFRMOLE (LI, RU 4 V7R $2) KERREME LN, FEFMERORE,
274 Y THROFRBICE > THEMICS v 776 LEAWERICELT 2 Z e hR&hi. £, 7V r—
FREICED, AV 4 VLB REOBARE LB ML — FA 7 OBRICH D Z 2 IRB I

1. 1IL®IC

BEM S DFEE & & b ISHE BN L it g iR
FTED, ZOEVWERNDS, 7YF 27K 5 ERAEIE
PHTRT vy aF VRERHIEICE S £ TRIA SR
ThTW3., BEPALET2—7T, TIBERRXANLDLE
HEIZBWTIIHKA L LT ABOBIBIZRZIZR WA DHZ WV,
ANEDIGE, FEPERIC L > TEERIIBER XA VKN
ZDARAINVEEORBFIEZHHAGETH 5. HHE G
DGE, WBZ XA VERORBEFZEOHIEZE H Y L
T, MERAZXA LTI L7 e —F R Eh
% [1[2). THUET Yy TRARXALNMITBWTHFEEETH D (3],
B2 7 v TRARANVEDFRFEDHRIBR X A ML L 728K
AABE, HEEGHEMZMRE LR L ks 2
EHPTHS.

Z v FWETA2BFOMEL LTIX, 7y 7 MLeE
FBEN=R (T v TNMIUCBITZIRET L—X) et
R L BASFEWREN 7 7 1 —F [4] %, Text-to-Speech
(LUBE, TTS) Heffiz o L@@ iln Ry Mickd7 v 7
NELDOER B REMRETFoNDE. TENT Su—F0
FATHIZEE LCIE, v FRAXANVIFHE L zRtiiE D&
ErEh~nrarE71 (Hidden Markov Model; HMM)
N—ZADWE G EIT o -5l [6] IEAET 5. U, IF
JEHEE R —ZXDFENEF L 72 o 7z 2025 FHAEITB VT
BHEORMD D L. FTz, KHBZ v THIBT -2ty
DR ATV, ASIERICEDEIZV X LD T v Tk
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NE DA ATREC U 72 BHSE [7) DIFIET 203, AW 4 v 2
7 F =Wl T v TRHE OHIERIEDHIENIZE E X
NTHEST, LOHHEOEVA, v & — 7 2 — AN #HE
PWET IRMND 5.

AL TIE, T v TREANVIKIBIZE T 5 B0
THDAY 4 7T 28t oM ek Az, BERRIC
%, BEEFFMOCAREHEICBIT 2 RAY 4 7RIS 3
RV, 20%, AV 4 Y7oy 75 LXDOMHEE
HOLPICT 5 2 8k BN EBEHMEIRBR 21T - /2. 2Ok
B, AT 4 v ZHROFEEIZ X > THMIZS v 75 L&
PEHBRIET 2 e RENz. £, 77— #k
kD, A YR RFEOBAREE S L —-FA T
DERICH B Z e BRB XN,

2. FEEHARE
2.1 HER

& (Singing Voice Synthesis; SVS) & i, %53E
CHEZ AT L, ZRISHIG LA 2 LR T 2 BT H
%. 2003 FICFHRK I (8], 2004 FEiCY v R LD
FrE X N7z VOCALOID [9) WA &R E UL R Tz
KB TDH 5 [10]. HEEIIENEIR OG0T
BHEN GGV a2 7 THD, HEHO
A= RRZEENL2EFORT Y IV EREEHL
BRINZERT 5 Z e BRETH 5 [11]. Z oHdfioFHEE
LT, 7Ly ¥— (breathy) K —H4/1 754 (vocal
fly) LWVoIEE—XNRHE DGR Z AR LFiED
REINTBY, BOEREOERARZFA L& E
BRERHBER STV [12].
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T X MYy ZFIETHZ. M), MEHAT X MY v
WA G THRA I N TV HMM [13][14] &, B
ERZmMm LR roBlEr T s —T 22 —F %y
b7 —2 (Deep Neural Network; DNN) ¥ & Z#ib o
7z [15][16] 2%, WD THREE & ZEEEIE D & M 2 —1E
THERTZ] LWIRIE—EHLTVWS., ZOFEDOHRE
LT, HEETALE LTS 28 TEA F 37 ARHEIK
DITRE WV o TR EAFREIC TR 5 Z 2%, KIERHE
BERLRWEDET AT A XPWNEL D e PETS
N3. —HT, ERRCHERT 2 Ra—-XEROKERT
DHIRIDD 2 L NS REDFET 5.

Z DRIEIILT % 7- DIRE I N zF kD, WaveNet
[17] % HiFi-GAN [18] &\ o J= il % EH2E R 3 % Hiffi %
FMEALZ=2—F 1 Ra—&Z Kk End-to-End 77RO
BTH 5 [19][20]. ZhoFiklE, ko SERHEIC
EOKPERETO) Ra—&F 3B, 5871
FoTHEREINEZANLZARZ ba T a (L IFSKE
7 XA MER) 2 OWE R EERATRETH 5. LEIETH
FEERTI, BRER LIZIAEFEOMETH 5 2 L ARG X
NTW3 [21). %71, End-to-End AR TH S B1E22R
BEXTTTH 2720, 2—FOMirLEHOERZET L
WNEBDEEE T X — & K AR BB B A RO &
B2 ZIRHETHS. Lo T, RFEOHIEMESCT N
RFTUEBOVTUIME T X MY v 7 BRFEIERTH
2 EhTWV3 [22).

2.2 WMEREZTHHFIRERLIES

WA SR BRI L 2 W S BURICB W TIREE IS
VRS 2 KHER AL LTV 5 (23], 2 DRRIKHE RETEE
DHFIE [24] ReiEFHIAE L 1372 2 HIER X A L O 7],
ruyay MEFERRIHULRERZEEEEOE [25) 72
HRALNTVD. ZD XKD RHEDORBMICE S 2 EHE
&, RIEFEEHE L TEREA DA EORIOD B % Hh
CH B LRI, HAEDPIHEEFICEZ 2HROEEIRE
FTH 5 [26]27).

Sinsy [28] l35&% b BEANZKAERBEIEO—D>TH 5 L
77— bOMNGERARRICLFETH 2. YR TIEHEAR
JEE (LU fo) 2iEBlice 79— k% DNN TE 71k
T 522 T, HMM R— 2D ¥ R T LT HEARE W T 82T
FRMFONT 2 L E SN TS, SinTechSVS [24]

5. YK TIE, Vv FRER, FHRFE L Vo HEARR
REEMHEICNZ, ¥y FeEticl s 2HBREEI X
ANERIFHCHE T3 Z 2 T, Diffusion R—RADHFHEEF L
2B 2 MEREOFIEMER LA EREIATVWS. £z,
ATTEGE D S IEEIEY | 2 T 2HE S 2T L DIREX
NTEH, MWEEET NIHEROERE L ZHoTWB 2 L
LRMTH 5.
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2.3 SYTRRALINTBEE
7 v TARANVHREEEIEIE G (SVS) RS 5
MEXTDO—D>THDH, INEFTdLKRT S u—F T
EBTHNTE. HMM R—RDHESHEBERTH o
72 2010 FROAE [6] Tl&, 7V v I K7 7Er b
Wo e Ty T ARAVIHRIERAE OBIBEIE IS I U 72 50aE
EPREEINTVWS., Zh6EFEIE HMM IZX > TET IV
b2 TBY, fo MBFOMHE FCIIHER I ATV
DD, FOAHEEFIC HMM HE SR TE LN -HFE %
fHH U7 B8RSR ClX 2 OB RE N o Tz,
iR X 07 4 BREBRWVEED H 20D T v TOFRE
W25, SVS Tidi TTS TO 7 7 —Fhfrbi /-t
Z2 [5] BIFET 5. HFKIEIABOD T v =2 F v TN L
ADAJRER B Ry N RBFE L = h, O/
HI72 Y § 2 B AR Google 23S 2 TTS
WR=ATH5. AL Fv TN MVERELZZDDEL
T, N—ROAERBUCERZ Y TRME 4 23D 255, Zhid
THF A MR—=ZADIFET D D FE DARUTIEE > TR,
2025 FFITFHER X N7 Freestyler [7] 1, FEfFE7m—
~ v F U729 ZRH LSRN EOWNLAER LT
W3 Ty TREANVRFEEKAGETH 5. Transformer D
SHEFTNVLTOEK N — 27 »OFHIOBIC, WEITNZT
HZEEREZ AN T2 Z 8 THREDO U X LIHIE U 728 O
BERMPEHRIATNWS., ¥Yuray P TOFEENDOMNED
ARETH D, FHAMHEBR CIEEZH IS 2 METH
B5ZeNREZINT NS, —HT, RV A Y TRT +—b,
TRV WoTz Ty FRARANVE DRBEETEDOHIE
HIZOWTWEERINTVWAREWL., £, ANEREEGE
RN TED, KB AN T2 L5 RERLLE
BDT v 77 L —=XDERBUTIINIE L TV,
SynthesizerV [30] 1%, 7 v 7R XA VDI DA AA]
BERMAEARY 7 by 2 7H-EO—DOTH 2. ZOHM
3, EEFEICHEOLSFEEINICK D ESHICILET 5
BARIZHFEDVERFTRET H D, 2023 FFITE T v T A XA v
HEOAEBICHIIG LTz [31]. LALRDYS, FvTAXK
AN RZIHICIES SDTH D [32][33], AMFICHBNT
HMELTT v 765 LVWHFE T 201k 2—F e on
TW53,

2.4 FHREOMENIT

23D B K512, Ty TAXANOWEEHICBE
LRIV ODFEET 5. LELRBDEL, Fvy 7Bl
B 5 Z BRI OWTHWNZIT - EHHNEA 7
V. AT, DNN ZR—2 ¥ LHAEEGHK 7 L — 4
v —2Td % NNSVS (Neural network based singing voice
synthesis library) [34] Z—#®R L, EEORY 1+ ¥ 7t
RBICRELLEREAER L. T o B EEE 2 LK
L, NNSVS I X2 EKRHIBICBT 2R Y 1 > 7 OB
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PRRFELT=. Fh2, AU U2 oy 75 L& e O
BEBEL, RAV4YTDTy TRAXANVEBEER T X —
R LTOEEMDER 2T 7=,

3. RER%E(E

3.1 SYTREAALITIET—E2t Y b

AT, ZUTRY s 7a—Fv— - X7 4 7HR
St IS v TRARANVFIET — B R— 2 2 {H
AL HE7T—ZR—21Z, 7v THIBICHEELZ-HAR
FEEE O 1 AL DIERENZ 231 DT v T 7L —X
(48 kHz/24 bit) M, £7L—XHWIETZE) 7 4 ¥
TR SEREINTVWS., TALEFRL L EHIC,
Harvest [35] Z FlWTE v FHEE XNz fo RI1H 5 XML
FEAROFFELER L 2. B, XKikld BPM - #GH - 577
TBHROAEER, FRLINIRAT 4 VRT3 —L 2o
RBETSEEEATOVEREY. ME3A GEF- SR -
W) EME LIy ST &ty PEMEEL.

3.2 SYTZEAILTBETILIER

7 v TRARAVEREH O - AR, BHFOHREE
7 L —21Y—2T&H3 NNSVS [34] Z{Hf L7z. NNSVS
DEEEFNEC X A L5 7 ETFIL, FiGREET L, T2
EFNAD3IODODET 2—AnLMY, FEY 2 —LiFHIE
8% Al~ A4 (Sl b TH 2 G DFE <F
X —&Z X NNSVS OF 7 L F3REICHEM) . AT
WORLD [34] Ra—&X &AL 7.

31 ENCHANS2TF—X Y v DS B, 24 7L — X EMGE
H, 37V—X%Z7XMH, 204 7L —X%2¥HHE L

4. AT 4q T LEBRER

29 4y 7RIE, BEEEINBZVZLDRA IV IEENC
EHRT2HDTH 5. FHHEERNZ 2 2EIE o 4
DERF - 8 ER - 16 NEE) b HEFN A E XD
ZORKHITHY [37], 7y TEHERHIBOTHHVWLNS
(K 1. RAKTIE, BEREFDORY 1 ¥ 7 OBEBEZ
AET 570, EEREERERBEORY 4 ¥ 7RO
FiTo 7.

WA DOAERIIE 3.2 HITIER LB T L2 AL,
S1HEITERLZZHIBET —& Yy FNOEEFEEZ AT LT
BonBHELERCHERA L. $hbb, KIET—X
£y FD 231 DFF T L -, EFHEERBEHD
ZNETIFET 5.

4.1 R4 VIUEE - BH

ARIFZETIE, RIALEATHERTR7 D 8 B EFFZE N
Rrl, ZofEREOLE T2Y 4 v ZH#E) vERL
7o, BRI OFHEREEZ Julius [38] I X 2 HEIER TN
VY7o THBRL, ZheHicgHoRIzBH L.
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FTRTDI7L—XF 12D 8 EFEELD, 1 7L —X
Bl 6 ODRY 4 IENFET S (X 2).

4.2 EBRER

FEEE L EREROMNEINCB T 2 Ry 4 v FHHEE
T 27280, Vi LFOtREREMLZ. BEHLzE
TORY 4 Y 7HEDS L, #iH - EHOWVThd DORHi
REfEI2Y 16 D HERRIETH 2 D DIIMED R R & L 1.
12H5R0 4 Y ITHBOEADI L, MEDONRINED
Dl o READEARRIZ 196 TH Y, WThOELEDE
DEEE R o7z, MEDREREZK 3 I1TRT. B
# - BIRT, MIR Y 4 Vv FHERERL, TT—N—
X 5% EEXEERT. MEDHER, TXNTOXRTD 8%
BRICBWTHEIINCEERZ (p < 0.05) 253D oI,
—fRIZ, ¥EF—2EHREOA T2, EFLA
ROMBEICHEARBEBNLRAERDE LN Z e PN TE
D [39][40], ZAUIHAESKICBWCHRMKTH 2. AK
BicBWT, HHLESROERICHEE Ly N
FHIN TV 2 HEFZ, BENAERSfFTE 2 %
KT, LEd-oT, ZOMRIE, NNSVSIZX2EMREH
MEGFFEIHAR, AV 4 Y7V XL Z2BEUNCHBTE T
RWHREME R R LTV 5.

5. A4Sy 5 LEDHEERE

AR TIE, AV 4 Y THERET v 5 LIICEX 2%
Bk Ml % 720, FEIEHGFERRE T L 7. REBRTIZ,
WBRE IR IR 2 R 4 v TR TER L -G8 O HIRE 1E
WL, 207 v 76 LI ZiHfiL 7.

5.1 EERHE
FEBICHEHAT 35T, NNSVS O EFLOE
BICAT 4 VT RANT 4 VERED 2 — L EHT-ITEML

R4Vl

o )
Wit
o B o w W
H\

R4V T R4V T R4V T R4V R94vT R4
HED HEQ HEQ HE® HEO HEE®

alb c/d elf glh ilj k/l
M 2: 7L —XIZHET S 6 DDRY 4 ¥ 7 HRHA
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3.0 —

B Ground Truth
*:p<0.05

EE Synthesized . —
— **:p<0.01

t N
o n

-
L—

| PRI e
g 2 2 B B2 B

Gl:2 SI2 G3:4 S3:4 G5:6 S5:6 G7:8 S7:8 G9:10 S9:10G11:12511:12
The Index of Pair Notes

K 3: £ - BT ICBI 3R 7 4 ¥ 7R,

Swing Ratio
S o = =
=1 W =3 W

1 EER RS TR
ER 20
BiR 243 FiF
- 7 L—X¥ 9
- R4 v ZHE# 9 B (1.0~3.0, 0.25 [k
- BPM : 3 B&f& (160, 200, 240)

H SV 7L —1 | 96 kHz

#2HEE Y M 16 bit

JL—XE 2 /N

7 7 A VER WAV

7 2. SERRIRIEEAM

WebRE HAGEESE B 20 %
TAEREE FL UL 20-30 dB ORISR
~v F7 %> | HD 660S (Sennheiser)
Audio I/O ADI-2 Pro FS R (RME)
A/D ZHfs 96kHz/16bit

B LTz, A7 4 Y TRA P74 VREY 2 —0IT, RE
L7e R 4 v ZHHICE-D 2RI & B ORHRE % 5
TBZLT, EFBEDRY 4 v 7RG L -5 TR 24K
AJREIC T A EY 2a— L TH3. A4y ZHERITI10 (&
N 25 3.0 K T, 025 ZAD 9 BRFETHRE L.
FEEICHEH L -FHROFEMICOVWTIE, £ 1ITRYT. &
B, WM IEEE ER K S IER L, AJIEEGEED X
07 4 DEEIFTNRNTCIREETSHIET, X027 40D
HE R 7.

WiBRE ZHAGEEE DB 20 BT, BEHRITH LTI v
THELEZE 125 5D 5 R (Mean Opinion Score; MOS)
TEME L 7=, FHMEICFELTIE, X574 2 XLDAICE
H¥ 2 Xo5nRL, HEPHICER S 2080 Hnk S
B L7z, F7z, BEEGALARTIC, FHEO# 7250 7 7L >
AERERRT 52T, #RERTI vy o L oddE
RBimER L, FHEE O ThEN S TRETo72. V77
LU RERIX, TEF—&2tEy FDI BT A MHICKYT
% 3DODEEHTH 5. FEHIREOFMIE 2 1TRT

5.2 RERER
AFEBRDOFERZX 41273, Ml S IEE RO R E 2
v 4 IR HEmMIFHMEEE R L, =7 — =1 95%(5

BEXEZRT. A7 4 Y ZHELOD2S 1.75 OHFICE
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W, BHRM (0.25 D A) THEMNCER R EDHER X
hk.#ﬁf,%%%mﬁM%ﬁt%ﬁmxﬁ4/7m$
225 DHDTH 7D, Aw 4 > 7R 2.0 LIBD LR
WWBWTHEBERE MR I o7z,

WebE w2 JmIERNC L, FHEE DI % g U 7oA R
2R 51T, BESL— 1L, 2 EULEDE IR B
3 (N=11), S¥EB»ZN (N=7), HEOD S v FHEE
BE»HZ (N=6), 7v HEIFE R (N=12) D 4
DTH5. KEMEIN—F YT 22 TOEBFIELT
CURA Y b =—D UREEToERIILITOED T
Z’oé

WIRBOEE Ao DERRBNH 2 7L —TF
(mﬁﬁﬁ%%ﬁQE)twﬁbf,%%%ﬁﬁmm
I —7 D MOS #HiifE 0.63 KA > L, B
BRENHER N,

0 7y 7HECEEOER  HE»S 7 v T2 BED
HBIN—TZ, &5 THRNZIL—FIHAFEE MOS
FHEEDS 0.15 KA > bEl, AEREI R I N,

IS DRERIX, T v 75 L X DHIESIHERE D E R

HELHENRBEICEEIC L > THERZIT 3 L 2B

LTW3,

53 BET7VT—MILZIEMMNER
%%&k%ﬁbt?z# MERICEO X, EWENSOHT
BiTo7z. 2R, B IEERA 7 +—LLTWw3 (R
K%L“CL\%) HENZ v 75 LK LN WO ER
MNELMERINT. T, A7 4 ¥ ZHRUANOEER
b 7 v 75 LXOBANCHS LTWw A AR 2R g
3., ZOMO BRI ZERIZOWTIX, R3XELHT
NI

*:p<0.05
**:p<0.01

1 125 1.5 175 2 225 25 275 3

Score
w

S}

Swing Ratio
I4:§XW4/7%$T$ﬁbtaﬁ®%ﬁF%
5 . **:p<0.01 5 **:p<0.01

Not Musicians

Musicians
Attributes

B 5. EYERIRER O @ HIREER, 461 7 v THEEEE).

Rap-Fans Not Rap-Fans
Attributes



BRUEBEFEIARERS
IPSJ SIG Technical Report

Vol.2025-NL-266 No.23
Vol.2025-SLP-158 No.23
2025/12/17

# 3. FREFHHEBR CE O ENNER.

FHEIER Sy 75 LEERLIER Sy 75 L BT ERLZER
HE - Vs | ByERY, Bz X4 ETEZ/R3E3
=R HERH 3, 727y FHADOVTVS G272, ik X a5 4

FE - PIRE | RGeS, SRESHITWS

FEABEDBEERN LW, FIZ) A XHH D

W - HE

RS Tk THRbD, B TA) OfGE

(Gl L)

6. ZE

ARETIX, MIETRLZEBTMOEROERICHE S %,
A4 Y ITWRBE Sy FHLRICEZ 2HE, NUOWESRE
DB TS 2 2B OWTERT 5.

6.1 RV VJERSy IS5 LIOMEEN

A7 4 v THE10~1.75 BICBWTERERENHRT
Xz, AU 4 RN 175 DL EOFFEX 1.75
RIEDOSFTRICHA, M TED Sy 5L L%
TNBEEACHZ EZLNE. —HT, AV 4 7&K
1.75 IRl EHlifE i c B RREDS R o o7z, Ok
Ry, SEB#BRO7 V7 — AT TR0 4 Y THENRKE
{kze, BROE—I703M0mIcE R, BREDHER
bz WIS EANZFEON EERAINCE RS
5t, A4 YZHROEM Y HIRO BAREDREF L D
2L — FA 7 OBBRMBTFEET 2AREEN R EI NS, F
bbb, MEICAY 4 Y ITHEREPRELT DL, Fv75
LEEAELTHEAEMERL, ZOMR, FlED -
APiH sz EZ NS, ZORERESTZ, 5H
DERETH 2 3.0 BRI LITKRERAY 4 V7 HEHR
DHHEMTIX, BARMEOMNGHZK T X o TEHlifEsH
ETRL, RSy 7o LwWeEEBsRB Ay 4 V7L
RO ERPFEST 2 ZWRINLAREERD 5.

6.2 HBREOEMUMNTMEICE X ZHE

WeBrE 70— TRIODHHER D S, v TS5 LI DR

WA 2 R E B O B R ERT 5.

O BEEROAR | FEERD LR VI —TH, B
HBIN—TIZHRTT v 75 LWV E M 3 {H
MR I N, UL, EREBREROAD,
BRYVZLDAVRREADAZBRICI DBIKICRZ Z i
X BRI BERUE AT o 72 AlREME R R LT W 5. 15
KD S e FHE T IR 2 B U 7RSSR, AR
WEHMIIIC R o722 e REZ BN S,

0 7y 7EHECEEOEE : 7 v THECEEND 2 71—
&, BTN —=IHRT v 75 LW &L Ml
ZIEMS RSN, ZORERIE, Ty 5 LEDHA
HHOENERELTWS., BEICT Yy TE2EWT
WAANIE, Sy Iy IEEDOY X LR —
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TOZEICHENBE LATWS 20, REBRTHERL

TekkaR B AT 4 Y TR OERE LD Fvy 5L

WREE LTRIFANRT Lo EZILNS.
CHSREBERSHED, 19y 76 L&) OHIHEIIHERE R
ANDOEFERMEFICHEINE Z e RBEINS. AEBRD
WEREBD TRV 25, T OO
BREETHZ. LrLEDS, ERREBRIIRVET v T
BEECEIERH 21 v \Wotz, X hiMzEMER D 7L —TF
WCHERE R L, ZOMiitEREZ S5 22T, Bk
T ¥ DFE I B FRHIRHEDSE S 2 A HEM D B B .

6.3 SERDEFIRE

7Y — MRABEICBWT, #EE,»S FERMN T +—
(fo DEBHDITRD 2 RIEGE) LTV L HRIFFICT v
TH LU BNz PWIOIERNZLFELN. ZD
EWNRERR, vy 70 L3I EEE5X 5.7 X—X
LT, Av 4 Y THREZITRL, ¥y FORBEE (fy
T A —NRY) DEETHLILERELTED, 5%D
WRTHEHINEERTH S, kB, SHEBICHERLZ
BRI N TAREETH D, ANEPHIELREH IS
FNTVARY. AREREEEHRL R LHEI, TV
THLEDBHNRED XS CENT E20I2o0WTIE, 5%
DE BRI MIEPDETH 5.

7. BEHOHIC

AT, REFRLEREFRDRAY 4 V7RI L,
BREFENBRY 4 ¥ 7 HCHETETWRVWATEEL %
MU, FEFHERBOBR? S, 274 V7R 5y
75 L EOHIEIC—EDHEBEIREN. T2, BENS
Frck b, SENEERL Vo HEREDBMIC X - THF
iFERICHRETINCE R RENDH 5 Z L BRI,

RDORAL LT, BEIROZYEINHIZI1C7 + —Lad
SRER NG LIS ER L, BEEEITo7. M6
X, FI—33EE2 ANe L3 20BL2HBEFVICED
BAERFIRD fo MIBATH 5. RElhIIRER, Medm3IEARE
B (f) ZRE. BA20sDICEHT 2L, 74—
ME5EFALTIE, 74— ALRHOBHEMELMELTWS Z
CHERTED (K6 5. TOEFTATIE, SNLE
one-hot X7 ML T 27-DDEM 7 7 4 LITBWT, &
FMEICET2EMEZHBRLEZ. Zhuckh, FREMBEIR
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320

---+ Syn-Fail
01— Syn-Success

Ground Truth

<280
260
w2 240
220
200

Time [s]
X 6: [A—3: X D BEFALTERLEFERD f, HUH5.
(53 - EHEME, R BRI > A VORELRLOAKE
F, MR BT 2 A VDRED D OEGHER)

HOIL fo XA TRAZERL, 7+ —NicBIl X3 fo HlfHl
DEEREE R ED . BT 7 A VORREETORP -T2
BAEE, BB E5ATH 7+ —ApEEIhRWZ 2
fERRE 7z (X 6 i), S8i%, 207+ —Af5ETV
DOYEREFHIli 21TV, HRORBEEHAEDE S Z LT,
79 PARANKRFEEROEL 3 RE M L% HIET.

BEE AR, BB KYEREREINTRSE AT E R (B)
W2 EEZI TR N, RKEBRICHW-HIET—
RiE, ZJUVFb Y - Ta—Fyv— - X7 4 THEASHHL2S
RUEZI7ZDDTH 5.

BE X
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Time-lag Module
Time-lag Model

Variance Predictor

Duration Module
Duration Model

Variance Predictor

Acoustic Module
1f0 Model

Shared Encoder
MGC Decoder
VUV Decoder
Bap Decoder

Bidirection LSTM Residual FO Non-
Attentive Decoder

LSTM Encoder

Fast Fourier Convolution LSTM

Fast Fourier Convolution LSTM

Fast Fourier Convolution LSTM
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NAIR=RT X =&

A2 BALSTETILEHH

T A2 RALSTETL

NANR—I T X — &

Hyperparameter Value
Input Dimension 82

Output Dimension 1

Hidden Dimension 32

Num Layers

Kernel Size

Dropout 0.5

Batch Size

Using MDN(Mixture Density Network) | True

Num Gaussians Distribution 4

Initialize Type Kaiming Normal
Num Total Parameters 0.013 milion

A.3 FHEESREET )L

# A-3: £ T

NANR— T X —&K

Hyperparameter Value
Input Dimension 82

Output Dimension 1

Hidden Dimension 256

Num Layers 5

Kernel Size 5

Dropout 0.5

Batch Size 8

Using MDN(Mixture Density Network) | True

Num Gaussians Distribution 4

Initialize Type Kaiming Normal
Num Total Parameters 1.403 milion
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Hyperparameter Value
Input Dimension 86
Output Dimension 67
Ifo Model

Input Dimension 86
Output Dimension 1
Embedding Dimension 256
FF Hidden Dimension 256
Conv Hidden Dimension 128
LSTM Hidden Dimension 64
Num LSTM Layers 2
Decoder Layers 1
Decoder Hidden Dimension | 256
Pre-net Layers 0
Pre-net Hidden Dimension 16
Pre-net Dropout 0.5
Zoneout 0.0
Reduction Fuctor 4
Input If0 Index 51
Output 1f0 Index 0
Shared Encoder

Input Dimension 86
Output Dimension 1024
Embedding Dimension 256
Hidden Dimension 512
Num Layers 3
Dropout 0.0

Initialize Type

Kaming Normal

MGC Decoder

Input Dimension 1024
Output Dimension 60
FF Hidden Dimension 1024
Conv Hidden Dimension 512
LSTM Hidden Dimension 256
Num LSTM Layers 2
Dropout 0.1
VUV Decoder

Input Dimension 1026
Output Dimension 1
FF Hidden Dimension 256
Conv Hidden Dimension 128
LSTM Hidden Dimension 64
Num LSTM Layers 2
Dropout 0.1
Bap Decoder

Input Dimension 1026
Output Dimension 5
FF Hidden Dimension 256
Conv Hidden Dimension 128
LSTM Hidden Dimension 62
Num LSTM Layers 2
Dropout 0.0




