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Abstract. Let R be a Cohen–Macaulay local ring of dimension one with a canonical
module KR. Let I be a faithful ideal of R. We explore the problem of when I ⊗R I∨

is torsionfree, where I∨ = HomR(I,KR). We prove that if R has multiplicity at most
6, then I is isomorphic to R or KR as an R-module, once I ⊗R I∨ is torsionfree. This
result is applied to monomial ideals of numerical semigroup rings. A higher dimensional
assertion is also discussed.

1. Introduction

Let M and N be finitely generated modules over an integral domain R and assume
that both modules M and N are torsionfree. The destination of this research is to get an
answer for the question of when the tensor product M ⊗R N is torsionfree. Our interest
dates back to the following conjecture.

Conjecture 1.1 (Huneke–Wiegand conjecture [11]). Let R be a Gorenstein local domain.
Let M be a maximal Cohen–Macaulay R-module. If M ⊗R HomR(M,R) is torsionfree,
then M is free.

Conjecture 1.1 classically holds true, when the base ring R is integrally closed ([1, Propo-
sition 3.3]) and derived from the Auslander–Reiten conjecture (see [4]), which is one of
the most important conjectures in ring theory. Conjecture 1.1 is closely related to the
Auslander–Reiten conjecture itself; in fact, Conjecture 1.1 implies the Auslander–Reiten
conjecture over Gorenstein local domains of positive dimension ([4, Proposition 5.10]). C.
Huneke and R. Wiegand [11] proved that it holds true if R is a hypersurface, and showed
also that Conjecture 1.1 is reduced to the case where dimR = 1. The problem is, however,
still open in general, and no one has a complete answer to the following Conjecture 1.2,
even in the case where R is a complete intersection, or in the rather special case where
R is a numerical semigroup ring; see [2, 7, 8, 9]. The reader can consult [5, 12] for the
recent major progress on numerical semigroup rings.

Conjecture 1.2. Let R be a Gorenstein local domain of dimension one and I an ideal of
R. If I ⊗R HomR(I, R) is torsionfree, then I is a principal ideal.

In this paper we are interested in considering this conjecture in the Cohen–Macaulay
case by replacing HomR(I, R) with HomR(I,KR), where KR stands for the canonical mod-
ule of R. Our working hypothesis is the following Conjecture 1.3. One of the advantages
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of such a modification is the usage of the symmetry between I and HomR(I,KR) and the
other one is the possible change of rings (see Proposition 2.3). Of course, when the ring
R is Gorenstein, Conjecture 1.3 is the same as Conjecture 1.2, since KR

∼= R.

Conjecture 1.3. Let R be a Cohen–Macaulay local ring of dimension one and as-
sume that R possesses a canonical module KR. Let I be a faithful ideal of R. If
I ⊗R HomR(I,KR) is torsionfree, then I is isomorphic to either R or KR as an R-module.

We should note here, in advance, that Conjecture 1.3 is not true in general; later we shall
give a counterexample. Nevertheless, the inquiry into the truth of Conjecture 1.3 will
make a certain amount of progress also in the study of Conjecture 1.2, which we would
like to report in this paper.

Let us state our results, explaining how this paper is organized. The following is the
main result of our paper, which leads to Corollary 1.5 of higher dimension.

Theorem 1.4. Let R be a Cohen–Macaulay local ring of dimension one having a canonical
module KR. Let I be a faithful ideal of R. Set r = µR(I) and s = µR(HomR(I,KR)).

(1) Assume that the canonical map I ⊗R HomR(I,KR) → KR is an isomorphism. If
r, s ≥ 2, then e(R) > (r + 1)s ≥ 6.

(2) Suppose that I ⊗R HomR(I,KR) is torsionfree. If e(R) ≤ 6, then I is isomorphic to
either R or KR.

Here, µR(∗) denotes the number of elements in a minimal system of generators, and e(∗)
stands for the multiplicity with respect to the maximal ideal of R.

Corollary 1.5. Let R be a Cohen–Macaulay local ring with dimR ≥ 1. Assume that for
every height one prime ideal p the local ring Rp is Gorenstein and e(Rp) ≤ 6. Let I be a
faithful ideal of R. If I ⊗R HomR(I, R) is reflexive, then I is a principal ideal.

We shall prove Theorem 1.4 and Corollary 1.5 in Section 3. Section 2 is devoted to
some preliminaries, which we need to prove Theorem 1.4 and Corollary 1.5.

In Section 4 (and partly in Section 3) we study numerical semigroup rings. Let V = k[[t]]
be a formal power series ring over a field k. Let 0 < a1 < a2 < · · · < aℓ be integers such
that gcd(a1, a2, . . . , aℓ) = 1, and let

R = k[[ta1 , ta2 , . . . , taℓ ]]

be the subring of V generated by ta1 , ta2 , . . . , taℓ , which is called a numerical semigroup
ring over k. With this notation we have the following, which we shall prove in Section 3
(Corollary 3.6).

Theorem 1.6. Let R = k[[ta, ta+1, . . . , t2a−2]] (a ≥ 3) and I an ideal of R. If the R-module
I ⊗R HomR(I, R) is torsionfree, then I is a principal ideal.

We notice that Theorem 1.6 gives a new class of Gorenstein local domains for which
Conjecture 1.2 holds true. In fact, the ring R is a Gorenstein local ring which is not a
complete intersection, if a ≥ 5 (see Example 3.7).

In Sections 4 and 5 we study monomial ideals, that is, ideals generated by monomials
in t. The main result is the following, which covers [7, Main Theorem] in the case where
R is a Gorenstein ring.
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Theorem 1.7. Let R = k[[ta1 , ta2 , . . . , taℓ ]] be a numerical semigroup ring over a field k
and assume that e(R) ≤ 7. Let I ̸= (0) be a monomial ideal of R. If I ⊗R HomR(I,KR)
is torsionfree, then one has either I ∼= R or I ∼= KR.

Unfortunately, Theorem 1.7 and hence Conjecture 1.3 are no longer true, when e(R) = 9
(see Example 7.1). We are still not sure whether the assertion stated in Theorem 1.7 is
true in general, when e(R) = 8. We actually have monomial ideals I in several numerical
semigroup rings R with e(R) = 8, which satisfy the equalities

µR(I)·µR(HomR(I,KR)) = µR(KR) and I·(KR : I) = KR.

However, as far as we know, the R-modules I⊗RHomR(I,KR) do have non-trivial torsions
for those ideals I.

In Section 6 we note an elementary method to compute the torsion part T(I ⊗R J) of
I ⊗R J for some ideals I, J of R, and apply it in Section 7 to explore concrete examples.

In what follows, unless otherwise specified, let R be a Cohen–Macaulay local ring
with maximal ideal m. We set F = Q(R), the total ring of fractions of R. For each
finitely generated R-module M , let µR(M) and ℓR(M) denote, respectively, the number
of elements in a minimal system of generators ofM and the length ofM . For each Cohen–
Macaulay R-module M , we denote by rR(M) the Cohen–Macaulay type of M (see [10,
Definition 1.20]).

2. Change of rings

The purpose of this section is to summarize some preliminaries, which we need through-
out this paper.

Let R be a Cohen–Macaulay local ring with maximal ideal m and dimR = 1. Let
F = Q(R) stand for the total ring of fractions of R and let F denote the set of fractional
ideals I of R such that FI = F . Assume that R possesses a canonical module KR. This
condition is equivalent to saying that R is a homomorphic image of Gorenstein local ring
([13]). For each R-module M we set M∨ = HomR(M,KR).

Let I ∈ F . Denote by

t : I ⊗R I
∨ → KR

the R-linear map given by t(x ⊗ f) = f(x) for x ∈ I and f ∈ I∨. Let α : I ⊗R I
∨ →

F ⊗R (I⊗R I
∨) and ι : KR → F ⊗RKR be the maps given by α(y) = 1⊗y and ι(z) = 1⊗z

for y ∈ I ⊗R I
∨ and z ∈ KR. Let

ϕ : F ⊗R (I ⊗R I
∨)

∼−→ (F ⊗R I)⊗F HomF (F ⊗R I, F ⊗R KR)
∼−→ F ⊗F HomF (F, F ⊗R KR)

∼−→ F ⊗R KR

be the composition of natural isomorphisms. Then the diagram

F ⊗R (I ⊗R I
∨)

ϕ−−−→ F ⊗R KR

α

x ι

x
I ⊗R I

∨ t−−−→ KR
3



is commutative. As ι is injective, we have Kerα = Ker t. Hence the torsion part T(I⊗RI
∨)

of the R-module I ⊗R I
∨ is given by

T(I ⊗R I
∨) = Ker t

and we get the following.

Lemma 2.1. The R-module I⊗RI
∨ is torsionfree if and only if the map t : I⊗RI

∨ −→ KR

is injective.

We set L = Im(I ⊗R I
∨ t−→ KR) and T = T(I ⊗R I

∨). Then T∨ = (0) since ℓR(T ) <∞.

Taking the KR-dual of the short exact sequence 0 → T → I ⊗R I
∨ t−→ L → 0, we have

L∨ = (I ⊗R I
∨)∨. Hence the equalities

L∨ = (I ⊗R I
∨)∨ = HomR(I, I

∨∨) = I : I

follow. Recall that B = I : I forms a subring of F which is a module-finite over R.
We now take an arbitrary intermediate ring R ⊆ S ⊆ B. Then I is also a fractional

ideal of S. We set KS = S∨ and remember that L = L∨∨ ([10, Satz 6.1]). Then since
L∨ = B, we have

L = L∨∨ = B∨ = KB ⊆ S∨ = KS and

HomS(I,KS) = HomS(I,HomR(S,KR)) ∼= HomR(I ⊗S S,KR) = HomR(I,KR).

Let us identify I∨ = HomS(I,KS) and we consider the commutative diagram

0

I ⊗S HomS(I,KS)

OO

tS // KS

I ⊗R I
∨

ρ

OO

t // L

ι

OO

// 0

where ι : L → KS is the embedding and ρ : I ⊗R I
∨ → I ⊗S HomS(I,KS) denotes the

R-linear map defined by ρ(x⊗f) = x⊗f for x ∈ I and f ∈ I∨. Suppose now that I⊗R I
∨

is torsionfree. Then since the map t : I ⊗R I
∨ → L is bijective by Lemma 2.1, the map

ρ : I ⊗R I
∨ → I ⊗S HomS(I,KS) is bijective, whence the S-module I ⊗S HomS(I,KS) is

also torsionfree, because the map tS : I ⊗S HomS(I,KS) → KS is injective. Thus we get
the following, where the last assertion comes from the fact that L = KB.

Lemma 2.2. Let I ∈ F and suppose that I ⊗R I
∨ is torsionfree. Let R ⊆ S ⊆ B be

an intermediate ring between R and B, where B = I : I. Then I ⊗S HomS(I,KS) is a
torsionfree S-module and the canonical map ρ : I ⊗R I

∨ → I ⊗S HomS(I,KS) is bijective.
In particular, if we take S = B, then the map

tB : I ⊗B HomB(I,KB) → KB, x⊗ f 7→ f(x)

is an isomorphism of B-modules.

The following is the key in our arguments.
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Proposition 2.3 (Principle of change of rings). Let I ∈ F and assume that I ⊗R I
∨

is torsionfree. If there exists an intermediate ring R ⊆ S ⊆ B such that I ∼= S or I ∼= KS

as an S-module, then I ∼= R or I ∼= KR as an R-module.

Proof. Suppose that I ∼= S as an S-module and consider the isomorphisms

I ⊗R I
∨

ρ∼= I ⊗S HomS(I,KS) ∼= HomS(I,KS) ∼= I∨

of R-modules. We then have µR(I)·µR(I∨) = µR(I
∨), so that I ∼= R as an R-module,

since µR(I) = 1. Suppose that I ∼= KS as an S-module. Then because S ∼= HomS(KS,KS)
([10, Satz 6.1 d) 3)]), we get the isomorphisms

I ⊗R I
∨

ρ∼= I ⊗S HomS(I,KS) ∼= I

of R-modules. Hence µR(I
∨) = 1, so that I ∼= KR as an R-module, because I ∼= I∨∨. □

We close this section with the following.

Proposition 2.4. Let I be an m-primary ideal of R and assume that I2 = aI for some
a ∈ I. If I ⊗R I

∨ is torsionfree, then I = aR.

Proof. We have a−1I ⊆ I : I = B, since I2 = aI. Therefore I ∼= B as a B-module,

because I = aB, so that I⊗R I
∨

ρ∼= I⊗BHomB(I,KB) ∼= HomB(I,KB) ∼= I∨. Thus I ∼= R
as an R-module. Hence I = aR, because B = R. □

3. Proof of Theorem 1.4

The purpose of this section is to prove Theorem 1.4. We maintain the same notation
and terminology as in Section 2.

Proof of assertion (1) of Theorem 1.4. Enlarging the residue class field R/m of R, with-
out loss of generality we may assume that the field R/m is infinite. Choose f ∈ m so that
fR is a reduction of m. We set S = R/fR, n = m/fR, andM = I/fI. Hence µS(M) = r
and rS(M) = ℓS((0) :M n) = s by [10, Bemerkung 1.21 a), Satz 6.10] (here rS(M) denotes
the Cohen–Macaulay type of M). We write M = Sx1 +Sx2+ · · ·+Sxr with xi ∈M and
consider the following presentation

(♯0) 0 → X → S⊕r φ−→M → 0

of the S-module M , where φ denotes the S-linear map defined by φ(ej) = xj for 1 ≤
∀j ≤ r (here {ej}1≤j≤r is the standard basis of S⊕r). Then, taking the KS-dual (denoted
by [∗]∨ again) and the M -dual respectively of the above presentation (♯0), we get the
following two exact sequences

(♯1) 0 →M∨ → K⊕r
S → X∨ → 0,

(♯2) 0 → HomS(M,M) →M⊕r → HomS(X,M)

of S-modules. Remember that I ⊗R I
∨

t∼= KR and we have

M ⊗S M
∨ ∼= S ⊗R (I ⊗R I

∨)
S⊗Rt∼= S ⊗R KR = KS,
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because S ⊗R I
∨ =M∨ and S ⊗R KR = KS ([10, Lemma 6.5, Korollar 6.3]). Hence

S = HomS(KS,KS) ∼= HomS(M ⊗S M
∨,KS) = HomS(M,M∨∨) = HomS(M,M),

so that exact sequence (♯2) gives rise to the exact sequence

(♯3) 0 → S
ψ−→M⊕r → HomS(X,M),

where ψ = tφ is the transpose of φ, satisfying ψ(1) = (x1, x2, . . . , xr) ∈M⊕r.
We set q = µS(X

∨) (= ℓS((0) :X n)) and e = e(R). Then by (♯0) we get

ℓS(X) = r·ℓS(S)− ℓS(M) = re− e = (r − 1)e,

since ℓS(S) = e(R) and ℓS(M) = e0fR(I) = e0fR(R) = e(R), where e0fR(I) and e0fR(R)
denote respectively the multiplicity of I and R with respect to fR. On the other hand,
by exact sequence (♯1) we have

q = µS(X
∨) ≥ µS(K

⊕r
S )− µS(M

∨) = r·µS(KS)− rS(M).

Because I ⊗R I
∨ ∼= KR and µS(KS) = r(S) = r(R) = µR(KR) ([10, Korollar 6.11]), we get

µS(KS) = rs, whence

(r − 1)e = ℓS(X) ≥ ℓS((0) :X n) = q ≥ r2s− s = s(r2 − 1).

Thus e ≥ s(r + 1), since r, s ≥ 2.
Suppose now that e = s(r+ 1). Then since ℓS(X) = ℓS((0) :X n), we get n·X = (0), so

that n·HomS(X,M) = (0). Therefore n·M⊕r ⊆ S·(x1, x2, . . . , xr) by exact sequence (♯3).
Let 1 ≤ i ≤ r, f ∈M , and z ∈ n and write

z·(0, . . . , 0,
i
∨
f, . . . , 0) = v·(x1, x2, . . . , xr)

with v ∈ S. Then since zf = vxi and 0 = vxj if j ̸= i, we get nM ⊆ aiM , where
ai = (0) : (xj | 1 ≤ j ≤ r, j ̸= i). Notice that ai ̸= S, since r = µS(M) ≥ 2. Therefore
nM = aiM for all 1 ≤ i ≤ r, so that n2M = (a1a2)M , whence n2M = (0) because
a1a2 ⊆ (0) : (xi | 1 ≤ i ≤ r) = (0) (remember that M is a faithful S-module; see exact
sequence (♯3)). Thus nM ⊆ (0) :M n. Consequently

s = rS(M) = ℓS((0) :M n) ≥ ℓS(nM) = ℓS(M)− ℓS(M/nM) = e− r = s(r + 1)− r.

Hence 0 ≥ rs− r = r(s− 1), which is impossible because r, s ≥ 2. The proof of assertion
(1) of Theorem 1.4 is now completed. □

Let us prove assertion (2) of Theorem 1.4.

Proof of assertion (2) of Theorem 1.4. Enlarging the residue class field R/m of R if nec-
essary and passing to the m-adic completion of R, without loss of generality we may
assume that R is complete, possessing infinite residue class field. Let B = I : I. Then
since B is a module-finite extension of R, we get the canonical decomposition

B ∼=
∏

n∈MaxB

Bn

of the ring B, where MaxB denotes the set of maximal ideals of B. Remember that by
Lemma 2.2 the homomorphism of B-modules

tB : I ⊗B HomB(I,KB) → KB, x⊗ f 7→ f(x)
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is an isomorphism. Hence for each n ∈ MaxB we get the canonical isomorphism

(♯) In ⊗Bn HomBn(In,KBn)
tBn∼= KBn

of Bn-modules, since [KB]n = KBn ([10, Satz 5.22]). We now choose f ∈ m so that fR is
a reduction of m. Hence

6 ≥ e(R) = e0fR(R) = e0fR(B) = ℓR(B/fB).

Therefore, because

ℓR(B/fB) =
∑

n∈MaxB ℓR(Bn/fBn) ≥
∑

n∈MaxB ℓBn(Bn/fBn) ≥
∑

n∈MaxB e(Bn),

we have e(Bn) ≤ 6 for each n ∈ MaxB. Thus by assertion (1) of Theorem 1.4,

In ∼= Bn or In ∼= KBn

as an Bn-module. Hence, thanks to Lemma 2.3, assertion (2) of Theorem 1.4 now follows
from the following claim. We actually have I ∼= B as a B-module if case (i) occurs and
I ∼= KB as a B-module if case (ii) occurs.

Claim 1. One of the following two cases must occur.

(i) In ∼= Bn for every n ∈ MaxB.
(ii) In ∼= KBn (= [KB]n) for every n ∈ MaxB.

Proof of Claim 1. Assume the contrary. Then B is neither a local ring nor a Gorenstein
ring. We firstly choose n1 ∈ MaxB so that Bn1 is not a Gorenstein ring. Then e(Bn1) ≥ 3,
because Bn1 is a hypersurface if e(Bn1) ≤ 2. Choose n2 ∈ MaxB \ {n1}. Then since

6 ≥
∑

n∈MaxB e(Bn) ≥ e(Bn1) + e(Bn2) ≥ 4,

we see ♯MaxB ≤ 4. If ♯MaxB = 3 or 4, then Bn is a Gorenstein ring for each n ∈
MaxB \ {n1} (since e(Bn) ≤ 2). Nevertheless, if Bn is a Gorenstein ring for every n ∈
MaxB \ {n1}, we then have In ∼= Bn

∼= KBn , so that if In1
∼= Bn1 then In ∼= Bn for every

n ∈ MaxB, and if In1
∼= KBn1

then In ∼= KBn for every n ∈ MaxB, which is impossible.
Thus MaxB = {n1, n2} and Bn2 is also not a Gorenstein ring. Without loss of generality
we may assume that IBn1

∼= Bn1 and IBn2

∼= KBn2
. Hence

I ⊕ I∨ ∼= B ⊕KB

as a B-module, because (I∨)n1
∼= KBn1

and (I∨)n2
∼= Bn2 . We set L = Im(I⊗RI

∨ t−→ KR).
Then µR(L) = rs, as L ∼= I ⊗R I

∨, while we get

I ⊕ I∨ ∼= L∨ ⊕ L

as an R-module, because L∨ = I : I = B and hence KB = L (see Section 2). Consequently,
setting q = µR(B) ≥ 1, we have r + s = q + rs. Thus 1− q = (r − 1)(s− 1) ≥ 0, whence
q = 1, so that B = R. This is impossible, because B is not a local ring. □

The following is a direct consequence of Theorem 1.4 (2).

Corollary 3.1. Let R be a Gorenstein local ring with dimR = 1 and e(R) ≤ 6. Let I be
a faithful ideal of R. If I ⊗R HomR(I, R) is torsionfree, then I is a principal ideal.

Let us give a proof of Corollary 1.5.
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Proof of Corollary 1.5. Assume the contrary and choose R so that d = dimR is the
smallest among counterexamples. Then d ≥ 2 by Theorem 1.4 (2). Let p ∈ SpecR \ {m}.
Then because Ip is a faithful ideal of Rp and Ip ⊗Rp HomRp(Ip, Rp) = [I ⊗R HomR(I, R)]p
is Rp-reflexive, the minimality of d = dimR shows Ip ∼= Rp as an Rp-module. Hence by
Auslander’s theorem (see [3, Theorem 3.4]) I is R-free, which is impossible. □

Let R be a Cohen–Macaulay local ring with maximal ideal m and dimR = 1. We
denote by R the integral closure of R in the total ring Q(R) of fractions. Assume that R

is a finitely generated R-module. Then the m-adic completion R̂ of R is a reduced ring,
so that R possesses a canonical ideal K ([10, Satz 6.21]), that is a fractional ideal of R

such that R̂ ⊗R K ∼= KR̂ as an R̂-module. In particular, R possesses a canonical module
K = KR. We furthermore have the following.

Theorem 3.2. Let R be as above and let I be a faithful fractional ideal of R. If I ⊗R I
∨

is torsionfree, then I ∼= R or I ∼= KR as an R-module.

Proof. We may assume the residue class field of R is infinite. We may assume I ⊆ R.
Choose f ∈ m and g ∈ I so that m = mR = fR and IR = gR (these choices are possible,
since R is a principal ideal ring and the residue class field of R is infinite). Then, because
g is invertible in Q(R) and fR ⊆ f

g
I ⊆ fR = mR, replacing I with f

g
I, without loss of

generality we may assume fR ⊆ I ⊆ mR = m. We set S = R/I, n = m/I, r = µR(I),
and s = µR(I

∨). Then n2 = (0), since m2 = fm ⊆ I. Therefore

ℓS((0) :S n) ≥ ℓS(n) = µS(n) ≥ µR(m)− r.

On the other hand, taking the KR-dual of the short exact sequence 0 → I → R → S → 0,
we get an epimorphism I∨ → Ext1R(S,KR). Therefore s ≥ µR(Ext

1
R(S,KR)) = ℓS((0) :S n)

([10, Satz 6.10]). Let J = KR : I (∼= I∨) and set L = IJ ⊆ KR. Then L ∼= I ⊗R I
∨ by

Lemma 2.1. Hence e(R) ≥ µR(L) = rs ([15, Chapter 3, 1.1. Theorem ]), because KR is
(and hence L is) a fractional ideal of R. Thus

s ≥ ℓS((0) :S n) ≥ µR(m)− r = e(R)− r ≥ rs− r

(remember that µR(m) = e(R), since m2 = fm; see [14, Theorem 1]), so that 1 ≥
(r − 1)(s − 1). Consequently, if r, s ≥ 2, then r = s = 2, whence 2 ≥ e(R) − 2, that is
e(R) ≤ 4. This violates Theorem 1.4 (2). Thus r = 1 or s = 1, whence I ∼= R or I ∼= KR

as an R-module. □
The following ring R is a Cohen–Macaulay local ring with dimR = 1 and mR ⊆ R.

Corollary 3.3. Let S be a regular local ring with maximal ideal n and n = dimS > 0.
Let x1, x2, . . . , xn be a regular system of parameters of S. For each 1 ≤ i ≤ n let

pi = (xj | 1 ≤ j ≤ n, j ̸= i).

We set R = S/
∩n
i=1 pi. Let I be a faithful ideal of R. If I ⊗RHomR(I,KR) is torsionfree,

then I ∼= R or I ∼= KR as an R-module.

The following result is proved similarly as Theorem 3.2. Let us note a brief proof, be-
cause the result might have its own significance. Let v(R) = µR(m) denote the embedding
dimension of R.
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Theorem 3.4. Let R be a Cohen–Macaulay local ring with maximal ideal m and dimR =
1. Assume that R possesses a canonical module KR and v(R) = e(R). Let I be a faithful
ideal of R. We set r = µR(I) and s = µR(HomR(I,KR)). If rs = r(R), then I ∼= R or
I ∼= KR as an R-module.

Proof. We may assume that R/m is infinite and e = e(R) > 1. Choose f ∈ m so that fR
is a reduction of m. Then m2 = fm and

rs = r(R) = ℓR((0) :R/fR m) = µR(m/fR) = v(R)− 1 = e− 1,

because f ̸∈ m2 and e > 1. We set S = R/fR, n = m/fR, and M = I/fI. Then since
n2 = (0), we get

s = ℓS((0) :M n) ≥ ℓS(nM) = ℓS(M)− ℓS(M/nM) = e− r.

Hence 0 ≥ (r−1)(s−1), because e = rs+1. Thus I ∼= R or I ∼= KR as an R-module. □

Let us examine numerical semigroup rings.

Proposition 3.5. Let R = k[[ta, ta+1, . . . , t2a−1]] (a ≥ 1) be the semigroup ring of the
numerical semigroup H = ⟨a, a+ 1, . . . , 2a− 1⟩ over a field k. Let I ̸= (0) be an arbitrary
ideal of R. If I ⊗R I

∨ is torsionfree, then I ∼= R or I ∼= KR as an R-module.

Proof. This is clear and follows from Theorem 3.2, since R = k[[t]] and mk[[t]] = m. □

Corollary 3.6. Let R = k[[ta, ta+1, . . . , t2a−2]] (a ≥ 3) be the semigroup ring of the
numerical semigroup H = ⟨a, a+ 1, . . . , 2a− 2⟩ over a field k and let I be an ideal of R.
If I ⊗R HomR(I, R) is torsionfree, then I is principal.

Proof. Notice that R is a Gorenstein local ring with R : m = R + kt2a−1 (see [10, Satz
3.3, Korollar 3.4]). Suppose that µR(I) > 1 and set B = I : I. Then R ⊊ B. In fact,
I ⊗B HomB(I,KB) ∼= KB by Lemma 2.2. Hence, if B = R, then I is invertible, so that I
must be a principal ideal. Thus R ⊊ B and therefore t2a−1 ∈ B, whence

R ⊆ S = k[[ta, ta+1, . . . , t2a−1]] ⊆ B.

Then by Lemma 2.2 I ⊗S HomS(I,KS) is S-torsionfree, so that by Proposition 3.5 I ∼= S
or I ∼= KS as an S-module. Hence I ∼= R by Proposition 2.3, which is impossible. □

Remark 3.7. Corollary 3.6 gives a new class of one-dimensional Gorenstein local domains
for which Conjecture 1.2 holds true. For example, in Corollary 3.6 take a = 5. Then
R = k[[t5, t6, t7, t8]] is not a complete intersection. In fact, let P = k[[X,Y, Z,W ]] be the
formal power series ring over k and let φ : U → k[[t]] be the k-algebra map defined by
φ(X) = t5, φ(Y ) = t6, φ(Z) = t7, and φ(W ) = t8. We then have Kerφ = (Y 2−XZ,Z2−
YW,W 2 −X2Y,X3 − ZW,XW − Y Z) and µP (Kerφ) = 5.

4. Numerical semigroup rings and monomial ideals

We focus our attention on numerical semigroup rings. Let us fix some notation and
terminology.
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Setting 4.1. Let 0 < a1 < a2 < · · · < aℓ be integers such that gcd(a1, a2, . . . , aℓ) = 1.

We set H = ⟨a1, a2, . . . , aℓ⟩ = {
∑ℓ

i=1 ciai | 0 ≤ ci ∈ Z} and

R = k[[ta1 , ta2 , . . . , taℓ ]] ⊆ k[[t]],

where V = k[[t]] is the formal power series ring over a field k. Let m = (ta1 , ta2 , . . . , taℓ)
be the maximal ideal of R. We set c = R : V and c = c(H), the conductor of H, whence
c = tcV . Let a = c− 1. We denote by F the set of non-zero fractional ideals of R.

Notice that R is a Cohen–Macaulay local ring with dimR = 1 and V the normalization.
We have e(R) = a1 = µR(V ).

Definition 4.2. Let I ∈ F . Then I is said to be a monomial ideal, if I =
∑

n∈ΛRt
n for

some Λ ⊆ Z.

We denote by M the set of monomial ideals I ∈ F . Remember that each I ∈ M has
a unique finite subset Λ of Z such that {tn}n∈Λ forms a minimal system of generators for
the R-module I. We are now going to explore Conjecture 1.3 on I ∈ M. For the purpose,
passing to the monomial ideal t−qI with q = minΛ, we may assume R ⊆ I ⊆ V .

A canonical ideal KR of R is given by

KR =
∑
n∈Z\H

Rta−n

([6, Example (2.1.9)]), where a = c(H) − 1 (see Setting 4.1). Hence KR ∈ M with
R ⊆ KR ⊆ V and therefore for each n ∈ Z we get

a− n ̸∈ H ⇐⇒ tn ∈ KR.

For the rest of this section let us assume that e = a1 ≥ 2. We set

αi = max{n ∈ Z \H | n ≡ i mod e}

for each 0 ≤ i ≤ e − 1 and put S = {αi | 1 ≤ i ≤ e − 1}. Hence α0 = −e, ♯S = e − 1,
a = maxS, and αi ≥ i for all 1 ≤ i ≤ e− 1. We then have the following.

Fact 4.3. (1) KR =
∑

s∈S Rt
a−s.

(2) The set {ta−s | s ∈ S with mts ⊆ R} forms a minimal system of generators of KR.

We now fix an ideal I ∈ M such that R ⊆ I ⊆ V and set J = KR : I (∼= I∨). Then
J ∈ M and J ⊆ KR ⊆ V . We assume that the canonical map

t : I ⊗R I
∨ → KR, x⊗ f 7→ f(x)

is bijective. Then 1 ∈ J since 1 ∈ KR = IJ , so that R ⊆ J ⊆ KR and hence R ⊆ I ⊆ KR.
We set µR(I) = r + 1, µR(J) = s+ 1 (r, s ≥ 0) and let us write I = (tc0 , tc1 , · · · , tcr) and
J = (td0 , td1 , · · · , tds) with integers c0 = 0 < c1 < · · · < cr, d0 = 0 < d1 < · · · < ds; hence

KR = (tci+dj | 0 ≤ i ≤ r, 0 ≤ j ≤ s)

and {tci+dj}0≤i≤r, 0≤j≤s is a minimal system of generators of KR, because µR(KR) = (r +
1)(s+ 1). Therefore tcr+ds ̸∈ I ∪ J when r, s > 0.

With this notation we have the following.
10



Theorem 4.4. Let b = minS and suppose tb ∈ R : m. Let I ∈ M such that R ⊆ I ⊆ V .
If the canonical map t : I ⊗R I

∨ → KR is an isomorphism, then I ∼= R or I ∼= KR.

Proof. Suppose that r, s > 0. Then tcr+ds·J ̸⊆ KR, since t
cr+ds ̸∈ I = KR : J . Choose

1 ≤ j ≤ s so that tcr+ds+dj ̸∈ KR. We then have a − (cr + ds + dj) ∈ H. Similarly
a − (cr + ds + ci) ∈ H for some 1 ≤ i ≤ r. Thanks to the uniqueness of minimal
systems of generators of the form {tn}n∈Λ for a given monomial ideal, by Fact 4.3 the set
{ci + dj | 0 ≤ i ≤ r, 0 ≤ j ≤ s} is contained in {a − s | s ∈ S}, while ta−b is a part of a
minimal system of generators of KR, since t

b ∈ R : m but tb ̸∈ R. Hence a− b = cr + ds,
as b = minS. Therefore b − ci, b − dj ∈ H. We set α = b − ci, β = b − dj. Suppose
that α ≡ αk mod e for some 1 ≤ k ≤ e − 1. Then since α ∈ H but αk ̸∈ H, we get
α = αk + en for some n ≥ 1, so that a ≤ αk < α = b − ci, because b = minS. This
is impossible. Hence α ≡ 0 mod e. We similarly have β ≡ 0 mod e, whence ci ≡ dj
mod e, which implies tci ∈ Rtdj or tdj ∈ Rtci . This is also impossible, because {tci , tdj} is
a part of a minimal system of generators of KR. Thus r = 0 or s = 0, whence I ∼= R or
I ∼= KR as an R-module. □

The following is a special case of Theorem 3.4. We note a proof in the present context.

Corollary 4.5. Suppose that v(R) = e. Let I ∈ M such that R ⊆ I ⊆ V . If the canonical
map t : I ⊗R I

∨ → KR is an isomorphism, then I ∼= R or I ∼= KR.

Proof. It suffices to show mtb ⊆ R. Let f = te. Then fR : m = m, since m2 = fm.
Therefore

µR(KR) = ℓR((fR : m)/fR) = ℓR(m/fR) = ℓR(R/fR)− 1 = e− 1,

since e = ℓR(R/fR) ([10, Lemma 3.1]). Consequently, as ♯S = e−1, by Fact 4.3 {ta−s}s∈S
is a minimal system of generators of KR, so that mtb ⊆ R as wanted. □

The condition tb ∈ R : m does not imply v(R) = e, as the following example shows.

Example 4.6. Let H = ⟨7, 22, 23, 25, 38, 40⟩. Then S = {15, 16, 18, 33, 41}. We have
a = 41, b = 15, and m·t15 ⊆ R, but v(R) = 6 < e = 7.

5. The case where e(R) = 7

In this section we explore two-generated monomial ideals in numerical semigroup rings.
We maintain Settings 4.1 and the notation in Section 4. Let I ∈ M be a monomial ideal
of R such that R ⊆ I ⊆ V and set J = KR : I. Suppose that µR(I) = µR(J) = 2 and
write I = (1, tc1) and J = (1, tc2), where c1, c2 > 0. Throughout this section we assume:

Condition 5.1. IJ = KR and µR(KR) = 4.

Hence KR is minimally generated by 1, tc1 , tc2 , tc1+c2 . Note that Condition 5.1 is satisfied,
once the canonical map t : I ⊗R I

∨ → KR is an isomorphism.
We set c3 = c1 + c2. Then thanks to Fact 4.3, we may choose b1, b2, b3 ∈ S such that

c1 = a− b1, c2 = a− b2, c3 = a− b3. Hence b3 = b1 + b2 − a.
We begin with the following.

Lemma 5.2. The following assertions hold true.
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(1) a = b1 + b2 − b3 ̸∈ H.
(2) 2b1 − a = b1 + b3 − b2 ∈ H.
(3) 2b2 − a = b2 + b3 − b1 ∈ H.
(4) b2 + b3 − a = 2b3 − b1 ∈ H.
(5) b1 + b3 − a = 2b3 − b2 ∈ H.
(6) 2b2 − b3 ∈ H.

Proof. (1) This is clear.
(2)(3) Since tc1 ̸∈ J = KR : I, we have tc1I ̸⊆ KR. Therefore by Fact 4.3 we see that

b1 + b3 − b2 = 2b1 − a = a− 2c1 ∈ H because t2c1 ̸∈ KR. Since t
c2 ̸∈ I, we similarly have

b2 + b3 − b1 = 2b2 − a = a− 2c2 ∈ H.
(4)(5) Since tc1+c2 ̸∈ I = KR : J , we have tc1+2c2 ̸∈ KR. Therefore 2b3−b1 = b2+b3−a =

a− (c1 +2c2) ∈ H. Since tc1+c2 /∈ J , we have t2c1+c2 ̸∈ KR. Hence 2b3 − b2 = b1 + b3 − a =
a− (2c1 + c2) ∈ H.

(6) If c1 < c2, then tc2−c1 ̸∈ J = (1, tc2), so that tc2−c1 ̸∈ KR, because t
c2−c1I ̸⊆ KR.

Hence 2b2 − b3 = a− (c2 − c1) ∈ H. If c1 > c2, then 2b2 − b3 = a− (c2 − c1) > a = c− 1,
so that 2b2 − b3 ∈ H. □

Since I = KR : (KR : I) = KR : J ([10, Definition 2.4]), we have a symmetry between I
and J . Hence without loss of generality we may assume 0 < c1 < c2. Therefore

a > b1 > b2 > b3 > 0 and 2b2 − a, b2 + b3 − a, b1 + b3 − a ∈ H.

Lemma 5.3. The following assertions hold true.

(1) 2b2 ̸≡ b1 + b3 mod e.
(2) 2b1 ̸≡ b2 + b3 mod e.

Proof. (1) Suppose 2b2 ≡ b1 + b3 mod e. Then 2b1 − a = b1 + b3 − b2 ≡ b2 mod e. As
b2 ̸∈ H but b1 + b3 − b2 ∈ H, we have b1 + b3 − b2 = b2 + en for some n ≥ 1. Hence
b1 + b3 − b2 > b2, so that b1 > 2b2 − b3. On the other hand, because b1 ̸∈ H, 2b2 − b3 ∈ H
and 2b2 − b3 ≡ b1 mod e, we get 2b2 − b3 > b1, which is impossible.

(2) Assume 2b1 ≡ b2+ b3 mod e. Then b2+ b3− b1 ≡ b1 mod e. Since b2+ b3− b1 ∈ H
but b1 ̸∈ H, we have b2 + b3 − b1 > b1, while b1 > b2 > b2 + b3 − b1. This is absurd. □

Proposition 5.4. e = a1 ≥ 8.

Proof. Since 4 = µR(KR) ≤ e(R)− 1, we have e = e(R) ≥ 5. We consider the numbers

a, b1, b2, b3, 2b2 − a, b2 + b3 − a, b1 + b3 − a, 2b1 − a.

Lemmata 5.2 and 5.3 show that 2b2 − a = b2 + b3 − b1, b2 + b3 − a, b1 + b3 − a ∈ H.
Therefore these numbers are distinct modulo e. Because these three numbers are less
than b3, the numbers

a, b1, b2, b3, 2b2 − a, b2 + b3 − a, b1 + b3 − a

are distinct modulo e. Thus e ≥ 7.
Suppose that e = 7. Then 2b2 − a ̸≡ 2b1 − a mod 7. Lemma 5.3 (1) shows that

2b1−a = b1+ b3− b2 ̸≡ b2 mod 7. We have by Lemma 5.3 (2) that b2+ b3−a ̸≡ 2b1−a
12



mod 7, which guarantees the following eight numbers

a, b1, b2, b3, 2b2 − a, b2 + b3 − a, b1 + b3 − a, 2b1 − a

are distinct modulo 7. This is absurd. Hence e = a1 ≥ 8. □
The goal of this section is Theorem 1.7. Let us restate it in our context.

Theorem 5.5. Let R = k[[ta1 , ta2 , · · · , taℓ ]] be a numerical semigroup ring over a field k
and suppose that e = a1 ≤ 7. Let I be a monomial ideal of R. If I ⊗R I

∨ is torsionfree,
then I ∼= R or I ∼= KR as an R-module.

Proof. Passing to the ring B = I : I, we may assume that the canonical map t : I ⊗R

HomR(I,KR) → KR is an isomorphism. Suppose that I ̸∼= R and I ̸∼= KR. Then

4 ≤ µR(I)·µR(I∨) = µR(KR) = r(R) ≤ e− 1 ≤ 6,

(see [10, Bemerkung 2.21 b)]). If r(R) = 6, then r(R) = e − 1, so that m2 = tem. In
fact, since teR is a reduction of m, we get e − 1 = ℓR(R/t

eR) − 1 = ℓR(m/t
eR), while

r(R) = ℓR((0) :R/teR m). Therefore if r(R) = e − 1, then (0) :R/teR m = m/teR, whence
m2 ⊆ teR. Thus m2 = tem, because te /∈ m2. Consequently, if r(R) = 6, then v(R) = e =
7, which violates Theorem 3.4 (and Corollary 4.5 also), because r(R) = µR(I)·µR(I∨).
Hence r(R) = 4, so that µR(I) = µR(I

∨) = 2 which violates Proposition 5.4. □
Corollary 5.6 ([7, Main Theorem]). Let R be a Gorenstein numerical semigroup ring
with e(R) ≤ 7 and let I be a monomial ideal in R. If I ⊗R HomR(I, R) is torsionfree,
then I is a principal ideal.

6. How to compute the torsion part T(I ⊗R J)

Let R be a Cohen–Macaulay local ring with dimR = 1 and F = Q(R) the total ring
of fractions. Let I be a fractional ideal of R and assume that µR(I) = 2. In this section
let us note an elementary method to compute the torsion part T(I ⊗R J) of the tensor
product I ⊗R J , where J is a fractional ideal of R. We need the method in Section 7 to
explore concrete examples.

Let f ∈ F and assume that f ̸∈ R. Let I = (1, f) (= R + Rf) and choose a non-
zerodivisor ρ ∈ R so that ρI ⊆ R. We set

I ′ = ρI, a =
(−f

1

)
∈ F 2 and R : I = {x ∈ F | xI ⊆ R}.

Recall that R : I is also a fractional ideal of R and R : I ∼= HomR(I, R) as an R-module.
Let ε : R2 → I be the R-linear map defined by ε(

(
a
b

)
) = a + bf for each

(
a
b

)
∈ R2. We

then have the following.

Fact 6.1. Ker ε = {ba | b ∈ R : I} ∼= R : I.

Let s = µR(R : I) and write R : I = (b1, b2, . . . , bs). We consider the exact sequence

Rs M−→ R2 τ=ρ[1,f ]−−−−→ R −→ R/I ′ −→ 0,

where M =
( −b1f −b2f ··· −bsf

b1 b2 ··· bs

)
. We now take an arbitrary fractional ideal J of R. Then

the homology H(C) = Z(C)/B(C) of the complex

C : J⊕s M−→ J⊕2 ρ[1,f ]−→ J
13



gives TorR1 (R/I
′, J) and since

Z(C) = {ca | c ∈ J : I} ∼= J : I and B(C) = {ca | c ∈ (R : I)J} ∼= (R : I)J,

we have the isomorphism of R-modules

Fact 6.2. TorR1 (R/I
′, J) ∼= (J : I)/(R : I)J .

We now consider the canonical isomorphisms

ξ : J → R⊗R J, j 7→ 1⊗ j, η : J⊕2 → R2 ⊗R J,
(
x
y

)
7→

(
1
0

)
⊗ x+

(
0
1

)
⊗ y

and consider the following diagram

0

0 // TorR1 (R/I
′, J) // I ′ ⊗R J

ι⊗1J //

OO

R⊗R J // R/I ′ ⊗R J // 0

J

ξ

OO

R2 ⊗R J

ρε⊗R1J

OO

τ⊗R1J

AA������������������
J⊕2ηoo

ρ[1,f ]

OO

Rs ⊗R J

M⊗R1J

OO

where the first row is exact and induced from the short exact sequence 0 → I ′
ι→ R →

R/I → 0 (ι denotes the embedding). We then have TorR1 (R/I
′, J) ∼= T(I ′ ⊗R J) and

η : J⊕2 → R2 ⊗R J, ca 7−→
(
1
0

)
⊗ (−cf) +

(
0
1

)
⊗ c for each c ∈ J : I. Consequently, since

I ∼= I ′ = ρI, we get the following isomorphism

Proposition 6.3. (J : I)/(R : I)J ∼= T(I ⊗R J), c 7−→ f ⊗ c− 1⊗ cf

of R-modules, where c denotes the image of c ∈ J : I in (J : I)/(R : I)J . In particular,
setting J = R : I, we get the following.

Corollary 6.4. T(I ⊗R (R : I)) ∼= (R : I)2/(R : I2) as an R-module.

Let us examine a concrete example to test Corollary 6.4.

Example 6.5. We consider H = ⟨8, 11, 14, 15⟩ and R = k[[t8, t11, t14, t15]]. We take
I = (1, t). Then R : I = (t14, t15, t24, t27) and R : I2 = (t14, t23, t24, t26, t27). Since
(R : I)2 = (t28, t29, t30, t38), we have t14 /∈ (R : I)2, so that I ⊗R (R : I) has a non-trivial
torsion t⊗ t14 − 1⊗ t15.

Proof. The figure of H is the following (the gray part).

0 1 2 3 4 5 6 7
8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 · · ·
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We have c = 22 and a = 21. Since R : I = (tn | n ∈ H such that n + 1 ∈ H),
we get R : I = (t14, t15) + c, where c = (tn | n ≥ 22). On the other hand, because
R : I2 = (tn | n ∈ H such that n + 1, n + 2 ∈ H), we have R : I2 = (t14) + c. Hence
R : I = (t14, t15, t24, t27) and R : I2 = (t14, t23, t24, t26, t27). Because t14 /∈ t28V and
(R : I)2 ⊆ t28V , we have (R : I2)/(R : I)2 ̸= (0) and Proposition 6.3 shows I ⊗R (R : I)
has torsion t⊗ t14 − 1⊗ t15 ̸= 0. □

7. Examples

When e = a1 = 8, there exists monomial ideals I for which Condition 5.1 is satisfied.
However, as far as we know, for these ideals I the R-modules I ⊗R I

∨ have non-zero
torsions. Let us explore one example.

Example 7.1. We consider H = ⟨8, 11, 14, 15⟩ and R = k[[t8, t11, t14, t15]]. Then KR =
(1, t, t3, t4). We take I = (1, t) and set J = KR : I. Then J = (1, t3) and

T(I ⊗R J) = R(t⊗ t16 − 1⊗ t17) ∼= R/m.

Proof. Since S = {21, 20, 18, 17, 7, 6, 3}, we have KR =
∑

s∈S Rt
21−s = (1, t, t3, t4). Let

I = (1, t). Then

J = KR : I = (tn | n ∈ Z such that 21− n, 20− n /∈ H),

so that J = (1, t3). Hence IJ = KR, µR(I) = µR(J) = 2 and µR(KR) = 4, so that
Condition 5.1 is satisfied. Because

R : I = (tn | n ∈ H and n+ 1 ∈ H) and

J : I = (tn | n ∈ Z such that 21− n, 20− n, 19− n /∈ H),

we have

R : I = (t14, t15, t24, t27), J : I = (t14, t15, t16, t17, t18), (R : I)J = (t14, t15, t17, t24, t27).

Therefore t16 /∈ (R : I)J and m·t16 ⊆ (R : I)J . Thus Fact 6.2 shows

T(I ⊗R J) ∼= (J : I)/(R : I)J = Rt16 ∼= R/m,

where t16 is the image of t16 in (J : I)/(R : I)J . Hence 0 ̸= t⊗ t16 − 1⊗ t17 ∈ T(I ⊗R J)
and T(I ⊗R J) ∼= R/m as an R-module. □

Remark 7.2. The ring R of Example 7.1 contains no monomial ideals I such that I ≇
R, I ≇ KR, and I ⊗R I

∨ is torsionfree.

The following ideals also satisfy Condition 5.1 but I ⊗R I
∨ is not torsionfree. In fact,

the semigroup rings of these numerical semigroups contain no monomial ideals I such
that I ≇ R, I ̸∼= KR, and I ⊗R I

∨ is torsionfree.

(1) H = ⟨8, 9, 10, 13⟩ ,KR = (1, t, t3, t4), I = (1, t).
(2) H = ⟨8, 11, 12, 13⟩ ,KR = (1, t, t3, t4), I = (1, t).
(3) H = ⟨8, 11, 14, 23⟩ ,KR = (1, t3, t9, t12), I = (1, t3).
(4) H = ⟨8, 13, 17, 18⟩ ,KR = (1, t, t5, t6), I = (1, t).
(5) H = ⟨8, 13, 18, 25⟩ ,KR = (1, t5, t7, t12), I = (1, t5).

If a1 ≥ 9, then Theorem 5.5 is no longer true in general. Let us note one example.
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Example 7.3. Let H = ⟨9, 10, 11, 12, 15⟩. Then R = k[[t9, t10, t11, t12, t15]]. We have
KR = (1, t, t3, t4). Let I = (1, t) and put J = KR : I. Then J = (1, t3), µR(I) = µR(J) =
2, and µR(KR) = 4. We have R : I = (t9, t10, t11), J : I = (t9, t10, t11, t12, t13, t14), and
(R : I)J = J : I, so that Proposition 6.3 guarantees that I ⊗R I

∨ is torsionfree.

Acknowledgments. The authors thank Olgur Celikbas for valuable information.
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