Vortex structure and heat transfer in the stagnation region of an impinging plane jet (simultaneous measurements of velocity and temperature fields by digital particle image velocimetry and laser-induced fluorescence)
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Abstract—Velocity and temperature in the stagnation region of an impinging plane jet were simultaneously measured by digital particle image velocimetry and laser-induced fluorescence. Counter-rotating vortex pairs observed in the stagnation region sweep cold fluid toward the wall and eject high-temperature fluid toward the outer region. The weighted PDF of the turbulent heat flux indicates that the contribution of this ejection mechanism to the net heat flux is dominant. The streamwise vortex pair is transported from the free-jet region to the stagnation region and the vorticity is amplified by the main stream of what in the vicinity of the wall.

1. INTRODUCTION

The high heat transfer rates realized in the stagnation region of turbulent impinging jets have been employed for many practical purposes. Early investigation by Gardon and Akfirat [1] on the heat transfer of impinging jets showed that the average heat transfer rate produced by a single plane jet is dependent on the nozzle-to-plate spacing \( H \), exhibiting a maximum around \( H/B = 8 \). For high Reynolds numbers the jets are turbulent and the heat transfer rates exceed the laminar solution by nearly a factor of two.

Sutera et al. [2, 3] proposed that the augmentation of heat transfer in the stagnation region of Heimenz flow [4] was caused by a strong vortex line embedded in the boundary layer. When the vortex lines oriented normal to the impinging jet and normal to the stagnation line are convected into the stagnation region, the vortex lines are stretched and the vorticity is amplified through conservation of angular momentum. Yokobori et al. [5] found counter rotating vortex pairs normal to the stagnation line on a flat surface using a flow visualization. They also visualized the temperature distribution of the hot surface and concluded that a high heat transfer rate was associated with interacting vortical structures. As an alternate case, a blunt body surrounded by homogeneous flow have also similar counter rotating vortex pairs in the stagnation region [6]. The high heat transfer rate was observed at where the velocity between neighboring vortex pairs was directed toward the surface. All of these investigators suggest that the high heat transfer rates are accomplished by coherent vortical structures near the surface transporting the heat from the surface.

By assuming flow symmetry and applying the boundary layer approximation, a mean temperature distribution on a center plane of the impinging jet is a solution of the energy transport equation:

\[
V \frac{\partial T}{\partial Y} = \frac{\partial}{\partial Y} \left( \alpha \frac{\partial T}{\partial Y} - v'v' \right)
\]

The solution of equation (1) depends only on the distribution of mean velocity normal to the surface \( V \) and the turbulent heat flux \( v'v' \), if the boundary condition and thermal diffusivity \( \alpha \) is given. By neglecting a buoyancy force, assuming flow symmetry and applying the boundary layer approximation, \( V \) is a solution of the momentum transport equation:

\[
V \frac{\partial V}{\partial Y} = - \frac{\partial P}{\partial Y} - \frac{\partial}{\partial Y} \nu \frac{\partial v}{\partial Y}.
\]

In this equation, a normal component of Reynolds stress \( v'v' \) might enhance the momentum transport near the surface and it makes higher gradient of \( V \) in the vicinity of the surface than that of laminar case. This modification of the \( V \) distribution causes modification of \( T \) distribution as a solution in equation...
### NOMENCLATURE

- \( a \): thermal diffusivity
- \( B \): nozzle width
- \( c \): condition flag
- \( H \): nozzle-to-plate spacing
- \( I_b \): fluorescence intensity with no incident light
- \( I_c \): calibration function of the fluorescence intensity to temperature
- \( I_{tr} \): fluorescence intensity at fluid temperature of \( I_b \)
- \( q_u \): averaged heat flux from wetted surface of wall
- \( Re_B \): Reynolds number = \( B V_u / \nu \)
- \( T, t \): mean and instantaneous temperature
- \( \Delta T \): mean temperature difference = \( T_u - T_t \)
- \( T_c \): inverse function of \( I_c \)
- \( T_m \): measurement period
- \( T_f \): fluid temperature at the nozzle exit
- \( T_{ref} \): reference temperature
- \( T_w \): wall temperature
- \( U, V, W \): \( X, Y, Z \) component of mean velocity
- \( \bar{u}, \bar{v}, \bar{w} \): \( X, Y, Z \) component of instantaneous velocity
- \( \nu_m \): \( Y \) component of instantaneous measured velocity
- \( \nu^* \): \( Y \) component of instantaneous velocity
- \( V_o \): nozzle exit velocity
- \( X, Y, Z \): coordinate system based on flow geometry
- \( X^*, Y^*, Z^* \): coordinate system based on camera geometry

#### Greek symbols
- \( \alpha \): acceleration factor = \( \partial V / \partial Y \)
- \( \Gamma \): circulation
- \( \delta_t \): laminar boundary layer thickness
- \( \Omega, \omega \): \( X \) component of mean and instantaneous vorticity
- \( \phi \): camera angle
- \( \nu \): kinematic viscosity
- \( \sigma \): standard deviation of \( \omega^* \)
- \( \tau \): time
- \( \xi, \eta \): lag space for the spatial correlation or conditional average.

#### Superscript
- \( f \): fluctuating value.

---

(1). So the existance of Reynolds stress \( \nu' \nu' \) and the turbulent heat flux \( \nu' \theta' \) (both are zero for laminar case) makes crucial difference of the heat transfer rate between laminar solution and actual turbulent flow. The coherent vortical structures observed in previous investigations mentioned before are expected to produce both of \( \nu' \nu' \) and \( \nu' \theta' \). Thus the dynamic and spatio-temporal relationship between these quantity and the vortical structures are quite interesting to know about it, although it has not been done yet because of difficulties in measurement and evaluation of the coherent structures.

By our previous work [7, 8], a combined system for simultaneous measurements of velocity and temperature using digital particle image velocimetry (DPIV) and laser induced fluorescence (LIF) has been developed and applied to turbulent flows in order to clarify the role of coherent structures in the heat transfer. This technique provides us with spatio-temporal distributions of quantities related to convective heat transfer. The DPIV, which has the advantage of being able to process a greater number of velocity vectors than other technique like particle tracking velocimetry (PTV), permits a measurement of the vorticity component normal to the measuring plane. In the present study we applied these techniques to the stagnation region of a plane impinging water jet in order to clarify the detailed mechanism of heat transfer by investigating the spatio-temporal distribution of vorticity and turbulent heat flux.

### 2. EXPERIMENTAL METHOD AND PROCEDURE

#### 2.1. Flow apparatus

The flow system employed in the present investigation is shown schematically in Fig. 1. A water jet issuing upward from a rectangular nozzle impinges on a horizontal, electrically-heated surface. Note that in order to supply the jet, the entrainment flow from the surrounding fluid also flowed in the same direction as the jet with a uniform velocity at 5% of the jet velocity. The nozzle exit was \( B = 14.5 \) mm in width and 150 mm in span. The jet had a uniform velocity profile at the nozzle exit and the streamwise turbulence intensity was about 1.5%. The hot surface was \( 130 \times 145 \) mm and was made of a 3 mm thick Bakelite base plate covered with five strips of \( 130 \times 29 \) mm in area and 30 \( \mu \)m thick stainless steel foil heater. All the strips were not glued onto the base plate, just in tension to allow the lengthwise thermal expansion of the foil and electrically connected in series to supply the d.c. current. A copper-constantan thermocouple of 100 \( \mu \)m in diameter was attached on the backside of the foil at the center of the plate \( (X = Z = 0 \) mm). In order to reduce the formation of the bubble on the heated...
surface, the working fluid was heated up to 95°C to get out the air in the water.

As the spacing between longitudinal vortices on the surface is independent with Reynolds number ranging from 2000 to 20 000 [5], the jet Reynolds number was held constant at 2000 based on the nozzle exit velocity \( V_n = 107 \text{ mm/s} \) and the nozzle width \( B \). A dimensionless nozzle-to-plate spacing \( H/B \) was set at 8 which Gardon et al. [1] reported as giving the maximum heat transfer rate at the stagnation point. The averaged heat flux from wetted surface of the foil was \( q_w = 44 \text{ kW/m}^2 \). This value was calculated by evaluating the heat generated from the foil with compensation due to heat loss through the backside of the Bakelite base plate. The average temperature difference between the hot surface and the fluid was 14.3 K.

The coordinate system used for data presentation is defined in Fig. 1. The origin is located at the center of the plate. The X-axis is normal to the jet flow and normal to the stagnation line, the Y-axis is normal to the plate and Z-axis is the stagnation line itself.

2.2. Measurement techniques of velocity and temperature

Digital particle image velocimetry (DPIV) was employed to obtain the velocity vectors at each location in the video images of the flow field. The velocity vectors are calculated from the displacement within a small domain of single exposure double-frame images and the time interval between each exposure. The displacement is obtained from the location of the maximum cross-correlation function between the small domains. In order to compute the displacement with sub-pixel accuracy, the location was evaluated from a Gaussian function fitted to the cross-correlation function. We used conventional NTSC video equipment with a framing rate of 30 frames a second. Illumination of tracer particles by single laser pulse per frame would thus provide a time interval of 1/30th of a second. This interval is too long for the high shear rates we are studying and for many applications. To get around this problem the flow field was illuminated at the end of the first exposure period of the CCD as a first pulse and at the start of the second exposure period as a second pulse. Therefore the time interval between pulses, which is independent of the camera's framing rate, could be varied from sub-micro second to 1/30th of a second.

Laser induced fluorescence (LIF) was applied for temperature measurement by utilizing the dependence of the intensity of fluorescence on the temperature [7]. When the concentration of fluorescence dye and the intensity of the incidence light are constant, the temperature is expressed as:

\[
T(x,y) = T_c \left( I_c(T_{\text{ref}}) \frac{I(x,y) - I_{\text{ref}}(x,y)}{I_{\text{ref}}(x,y) - I_b(x,y)} \right)
\]

where \( I_c \) is the calibration function of the fluorescence intensity to temperature, \( T_c \) is the inverse function of \( I_c \), \( I_{\text{ref}} \) is the fluorescence intensity at a reference fluid temperature \( T_{\text{ref}} \), \( I_b \) is the fluorescence intensity when there is no incidence light. \( T_c \) and \( I_c \) were experimentally obtained. As the fluorescence dye, Rhodamine B, used in the present experiments has a peak emission wavelength at \( \lambda_e = 600 \text{ nm} \), a peak absorp-
tion wavelength at $\lambda_s = 540$ nm and the wavelength of the incident light (Ar-ion laser) is $\lambda_i = 514.5$ nm, we placed an optical filter that cut the wavelength $\lambda_s$ on the CCD camera so that the scattering light of the tracer particles would be eliminated.

Figure 2 illustrates the measuring system. The water flow was marked with the tracer particles (15 $\mu$m polyethylene, Sumitomo-scika IIE-5023) for velocity and with the fluorescence dye, Rhodamine B, for temperature. A measurement plane was illuminated by a laser light sheet using a 4W Ar-ion laser. The pulse width and the interval of the laser sheet were controlled synchronously with two CCD cameras (768 x 494 pixel, SONY XC-75) which viewed the same measurement region. Synchronized stroboscopic illuminations were generated by an acousto-optical modulator cell (Model A-160, HOYA) chopping the laser beam. Video signals from the CCD cameras were recorded on separate VCRs (NTSC S-VHS, AG-5700 Panasonic). A bar-code field number was superimposed onto each video field to tag the image frames. The temperature distribution and the velocity vectors were computed from recorded images by using PC’s CPU and Texas Instruments, TMS320C31 digital signal processor (DSP) which accelerates the calculation of the cross-correlation function. It was felt by experience that, with a smaller computer system, the processing procedures should be accelerated to obtain the velocity and temperature as soon as possible while conducting the experiments.

2.3. Measuring region and uncertainty

The counter rotating vortex pairs in the stagnation region of the plane impinging jet has a major axis parallel to the X-axis and extends across the stagnation line, Z-axis [5]. Therefore, it is expected that the vorticity components, $\omega_z$, is dominant in comparison to the other component. To evaluate $\omega_z$ and to clarify the relation between heat transfer and vorticity, the velocity components $u$ and $v$ in Y-Z plane on Z-axis were measured. The measurement region had an area of $20 \times 20$ mm$^2$ located near the origin since the distance between the vortex pairs is comparable to the nozzle width $B$ as shown by Yokobori et al. [5]. A calibration plate etched with a regular grid on its surface was put in the measurement region and permitted a correspondence between the actual position and pixel position in the images to be established.

A density gradient induced by a temperature gradient in the thermal boundary layer refracts the scattering light from the tracer particles and fluorescence light of the dye. This causes a distortion and smearing of the images. The light parallel to the wall is refracted the most, since the path of the incident light in the boundary layer is the longest. To reduce the light path in the boundary layer and to avoid the distortion of
the images, the major axis of the CCD camera was
tilted at the angle of $\varphi = 22^\circ$ as shown in Fig. 1.
However, the measured component of the velocity is
different for this angle from a case without tilting. The
geometrical configuration of measured and targeted
targeted vector are given in Fig. 3, where $X^*$ is the camera
axis. Obviously in this figure the $Y$-component of the
measured velocity vector is $v_m$. Thus, $v$ is obtained by:

$$v = v_m - u\tan \varphi.$$  (4)

By assuming $U = 0$ along the stagnation line, the $Y$-
component of the mean velocity is:

$$V = \bar{v} = \bar{v}_m - U\tan \varphi = \bar{v}_m.$$  (5)

The instantaneous $v$ and second-order moment of $v$
cannot be evaluated without knowledge of the instan-
taneous velocity, $u$, which is an out-of-plane com-
ponent. Thus, instead of $v$, we defined the $Y^*$ component
of velocity, $v^*$, as:

$$v^* = v_m \cos \varphi.$$  (6)

The results shown in the following sections use $v^*$.

An error analysis has been done for the present
experiments. The uncertainty of the velocity measure-
ment was $\pm 6.7$ mm/s and the uncertainty of the tem-
perature measurement was $\pm 1.2$ K for 95% con-
fidence. The major error factor originated from the
evaluation process of the particle displacement for
velocity measurement and from random noise of the
CCD camera output for temperature measurement.

### 3. RESULTS AND DISCUSSION

#### 3.1. Profile of mean and RMS quantity

Figure 4 presents the mean and RMS velocity and
temperature distributions averaged over $Z$-direction.
By assuming Hiemenz flow [4] the mean velocity nor-
mal to the wall is given as:

$$V = -x Y$$  (7)

where the acceleration factor $x$ had been exper-
imentally obtained [9],

$$x = V/B(1.02 - 0.024 H/B).$$  (8)

Equation (7) in Fig. 4 is represented by a dashed line
which is obtained by substituting $x = 6.1(1/s)$ for the
present experiments. As the experimental result on $V$
is asymptotically fitted to equation (7), the reliability
of the present experiment is confirmed.

The quantity $\sqrt{v^*}$ has a maximum near $Y/B = 0.2$
and rapidly decreases upon approaching the wall, while $\sqrt{w^*}$ is still increasing at $Y/B = 0.1$. The tur-
bulence fluctuation normal to the wall is reduced by
the wall effect, such as in the case for flow parallel to
the wall. However, $\sqrt{v^*}$ is larger than $\sqrt{w^*}$ except
near the wall region. This fact is perhaps the dis-
tinguishing feature of the impinging jet contrasted to
flow parallel to the wall. The thickness of the thermal
boundary layer is estimated to be $\delta/B \approx 0.1$ from the
mean temperature profile.

#### 3.2. Instantaneous velocity and temperature field

Figure 5 shows an instantaneous velocity and tem-
perature map. In this figure the velocity vectors are
superimposed on the temperature distribution rep-
resented in gray-scale. The spatial distribution of vec-
tors, with a counterclockwise/clockwise vortex pair
Fig. 4. Profile of mean and RMS quantity. Dashed line represents the theoretical value of the mean velocity component normal to the wall by assuming Hiemenz flow.

Fig. 5. Instantaneous velocity and temperature map and a vertical upflow between the vortices is typical. The fluid between the vortex pair is ejected toward the outer flow region by the vortices and the fluid on either side of the vortex pair is swept inward toward the wall. We refer to the former as the “upwash region” and the latter as the “downwash region”. A high temperature layer at the wall is lifted upwards in the upwash region and heads to the outer flow region. In the downwash region, cold fluid directly impinges against the wall and depletes the boundary layer while sweeping hot fluid toward the center. Finally, the fluid moves away from the wall in the upwash region and discharges to the outer flow.

An instantaneous vorticity map corresponding to Fig. 5 is shown in Fig. 6. The vorticity was evaluated from circulation in order to reduce errors caused by differencing. The circulation is:

$$
\Gamma = \oint_C \mathbf{v} \cdot d\mathbf{x} = \iint_S \omega \cdot dS
$$

while the resulting vorticity is

$$
\omega = \lim_{S \to 0} \frac{\Gamma}{S} = \lim_{S \to 0} \frac{1}{S} \int_C \mathbf{v} \cdot d\mathbf{x}.
$$
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Fig. 6. Instantaneous vorticity map at same instant of Fig. 5.

As the velocity data are obtained on regular grids, the actual vorticity is evaluated from,

\[
\omega = \frac{-u_{1,1} \Delta x - u_{0,1} \Delta x - v_{1,1} \Delta y - v_{-1,1} \Delta y + u_{-1,1} \Delta x + v_{0,1} \Delta y + v_{1,0} \Delta y}{(4 \Delta x \Delta y)}
\]

where the subscripts of velocity component \(u\) and \(v\) denote the grid distance from the grid point of \(\omega\), while \(\Delta x\) and \(\Delta y\) are the spacing between neighboring grids. In Fig. 6, negative (clockwise) and positive (counterclockwise) vorticity are, respectively, represented by black and white shades. The vorticity is normalized by the acceleration factor \(a\) and the maximum and minimum values of the vorticity are located in the center of the vortex. The uncertainty in the instantaneous vorticity was \(\pm 9.4 [1/s]\), estimated from the uncertainty in the velocity measurements.

The temperature distribution at \(Y/B = 0.01\) in Fig. 5 is shown in Fig. 7. The fluid temperature in the upwash region, just under the vortex pair, is locally higher than that in the downwash region. Figure 8 indicates the temporal variation of the temperature measured by thermocouple just beneath the foil heater and LIF at \(X/B = Z/B = 0, Y/B = 0.01\). The solid line also shows the tracking average of the LIF points. Although the temperature variation of the wall is delayed relative to the fluid, the trends agree with each other. This fact supports that the temperature distribution shown in Fig. 7 is qualitatively equal to the wall temperature distribution. By comparing the surface temperature on planar measured by Yokobori [5] and the surface temperature of blunt bodies by using liquid crystal sheet measured by VanFossen [6], the highest heat transfer rate was not under the vortices but at the location between neighboring vortex pairs where the vortex-induced velocity was directly toward the surface. These observations are consistent with the present results. Since a high temperature area expands upwards in the upwash region, an instantaneous thermal boundary layer becomes thicker, and the wall temperature just under the vortex pair increases in order to maintain the constant heat flux condition at the wall.

Figures 9 and 10 show representative temporal variations of the streamwise vorticity field. In Fig. 9 the instantaneous vorticity, whose absolute value is the maximum in the given \(Y\) location, is plotted against the time lapse \(\tau\). This \(Y-\tau\) diagram enables us to see the movement of the vortices in the \(Y\) direction. The vortices are convected from an upstream location toward the wall (referred to by an arrow (1) in the figure) and intensifies the vorticity in the vicinity of the wall (approximately \(Y/B = 0.3\)) while “residing” near the wall with up and down motion (referred to by an arrow (2)). In Fig. 10, the instantaneous vorticity, whose absolute value is the maximum in the given \(Z\) location, is plotted against the time lapse \(\tau\) in order to reveal the horizontal movement of the vortices in the \(Z\)-direction. The vortex pairs repeat movement in the \(Z\)-direction and disappear (as referred to by arrow (3)). Since the mean velocity gradient normal to the wall \(\partial V/\partial Y\) increases upon approaching the wall (observed in Fig. 4), the streamwise velocity gradient \(\partial U/\partial X\) should also increase due to continuity of the flow and the principal axis of the mean strain rate is directed along the \(X\)-axis. As the counter-rotating vortices are aligned with this axis, the vortices can stretch and intensify the vorticity since there is conservation of angular momentum. Continuous stretching of the vortices reduces the cross-sectional area.
of the vortices and eventually these vortices are disappeared.

3.3. Turbulent heat flux and weighted PDF

A profile of turbulent heat flux is shown in Fig. 11. The turbulent heat flux reaches a maximum value $\rho C_{\tau} T'/q_w = 0.18$ at $Y/B = 0.13$. This means that approximately 20% of the heat flux supplied by the wall is transported in a direction away from the wall by the turbulence fluctuations.

Figure 12 shows a weighted probability density function (WPDF) of the turbulent heat flux, which is defined as,

$$W(\nu', t') = \rho C_{\tau} \nu' T'/q_w$$

where $P(\nu', t')$ is the joint probability density function of $\rho C_{\tau} \nu' T'/q_w$. The integrated value of this function in each quadrant indicates the fractional contribution of the quadrant to $\rho C_{\tau} \nu' T'/q_w$ and integration over the whole $\nu'-t'$ plane equals the conventional time-averaged $\rho C_{\tau} \nu' T'/q_w$. Note that the first quadrant ($\nu' > 0$ and $t' > 0$) has a larger contour spread for $\nu'$ and $t'$ and subsequently larger integrated value than the third quadrant ($\nu' < 0$ and $t' < 0$). This means that the ejection of the hot fluid from the wall contributes more to the positive turbulent heat flux than the down-sweep of cold fluid to the wall region. Since the contour extends further in the positive direction of $\nu'$, larger velocity fluctuations describing ejection from the wall are dominant.

3.4. Turbulent heat flux and counter rotating vortex pairs

The generation of the turbulent heat flux is strongly related to the structure of the counter-rotating vortex pairs with the upwash between vortices. Figure 13 shows a temporal variation of instantaneous turbulent heat flux distributions at $Y/B = 0.13$. The elongated shapes corresponding to higher turbulent heat flux at $\tau T = 20, 65, 100$ (as referred to by arrows) are observed in this figure and the location of these regions matches that of the counter-rotating vortex pairs shown in Fig. 10. Especially, higher turbulent heat flux is generated in the middle of the counter-rotating vortex pair when the upwash of the fluid transports the heat from the wall.

The relation between counter-rotating vortex pairs and the turbulent heat flux is statistically quantified by the following spatial-correlation function:
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Fig. 11. Profile of turbulent heat flux

\[ \frac{\rho c_p \overline{v'\ell'}}{q_w} \]

Fig. 12. Contour of the weighted probability density function of turbulent heat flux.

\[ W\left(\frac{v', t'}{q_*}\right) \]

\[ R_m(y, z, \eta, \xi) = \frac{\overline{v'(y, z)\ell'(y, z)\omega_0(y + \eta, z + \xi)}}{\sqrt{\overline{v'(y, z)\ell'(y, z)}^2 \overline{\omega_0^2(y + \eta, z + \xi)}}}. \]  

(13)

The value of \( R_m \) is plotted in Fig. 14 for the fixed point \((y/B, z/B) = (0.14, -0.24)\) and for \( \eta = 0 \) as a function of \( \xi \). The minimum and maximum values are located at \( \xi/B = 0.1 \) and \(-0.1\), respectively. This
means that the location where high turbulent heat flux is generated has a higher probability of existence of a counterclockwise vortex at the left (direction of negative \( \zeta \)) and the clockwise vortex at the right (direction of positive \( \zeta \)). Consequently the high turbulent heat flux is generated in the upwash region between counter-rotating vortices.

The counter-rotating vortices, however, do not continue to stay at the same location. As mentioned before, those vortices are convected away in spanwise direction or just disappear by dissipating into heat. Therefore, an evaluation of the fraction of the turbulent heat flux generated when the counter-rotating vortices "exist" on the wall surface is necessary to discuss the role of those vortices. Here we define a condition flag \( c \) as

\[
if \omega(Y, Z, \tau) \geq \omega_{th} \quad c(Y, Z, \tau) = 1 \\
otherwise \quad c(Y, Z, \tau) = 0
\]

(14)

where \( \omega_{th} \) is a positive threshold value which provides the existence of counterclockwise vortex. Then the conditional averaged turbulent heat flux is defined:

\[
\langle r' t' \rangle = \frac{1}{T_m} \int_0^{T_m} r'(Y, Z + \xi, \tau) \\
c(Y, Z, \tau) \, d\tau
\]

(15)

Figure 15 shows distributions of \( \langle r' t' \rangle \) normalized by a time averaged turbulent heat flux. Here the \( Y \) in equations (14) and (15) was chosen as \( 0.2B \), then function \( \langle r' t' \rangle \) for each \( Z \) was averaged over the spanwise length of the measuring region. For any \( \omega_{th} \), there is a peak at \( \zeta/B = 0.1 \) which is explained as the right side (direction of positive \( \zeta \)) of the counterclockwise vortex generating a significant turbulent heat flux. This is expected because the counter-rotating vortex pairs are formed by counterclockwise vortex at the left side and clockwise vortex at the right side and the middle of these vortices (is right side of the counterclockwise vortex) ejects hot fluid away from the wall.
A variation of the peak value of \( \langle v'v' \rangle \) is shown in the Fig. 16 with a probability of \( \omega > \omega_\alpha \) as a function of \( \omega_\alpha \). At the case of \( \omega_\alpha = 1.0 \sigma_\omega \), although the time fraction of the existence of the vortex is less than 10\%, approximately 45\% of the turbulent heat flux is generated by this vortex. Furthermore, at the case of \( \omega_\alpha = 2.0 \sigma_\omega \) and \( 3.0 \sigma_\omega \), the vortex exists only 3 and 1\% in time, 20 and 10\% of turbulent heat flux is generated,
respectively. Although the counter-rotating vortices do not always exist at the same location, the turbulent heat flux can be produced by those vortices in fairly small fraction of the time.

From these arguments it is apparent that the counter-rotating vortex pairs significantly contribute to the generation of turbulent heat flux in the vicinity of the wall through the upwash of the fluid from the wall.

3.5. Transport mechanism of the counter-rotating vortex pair

As stated, before a counter-rotating vortex pair in the stagnation region of the jet is a typical coherent structure in the vicinity of the wall and the upwash by this vortex pair plays an important role in the transport of heat from the wall. The present section describes the mechanism of this generation and transport of vorticity.

Figure 17 shows the profile of the standard deviation of the fluctuating vorticity $\sqrt{\omega'^2 / \alpha}$. The values increase upon approaching the wall and reach maximum at $Y/B = 0.2$. In other words, the vortices are convected downstream and they increased in vorticity content in the vicinity of the wall as shown in Fig. 9. Sutera et al. [2, 3] simulated the counter-rotating vortex pairs in the Hiemenz flow. They found that the vorticity, for a spatial scale 2.6 times larger than the Hiemenz boundary layer thickness was amplified by the flow diverging in the X-direction. Lyell and Huerre [10] analyzed the linear and non-linear stability problems originating from the concave streamline curvature in the stagnation region. They concluded that the centrifugal force was insignificant compared to the viscosity so that the disturbances added to the flow are attenuated and stabilized. Therefore, it appears likely that the counter-rotating vortex pairs originate from the free jet region and not from the instability of the concave streamline curvature in the stagnation region, and are convected downstream where they are selectively intensified by vortex-stretching in the X-direction. As suggested by Yokobori [5] the counter-rotating vortices was not observed if the nozzle-to-plate spacing was shorter than the length of the potential core. It is supposed that the interaction between spanwise rollers in both shear layer of the jet causes $X$-component of vorticity in the center plane of the jet and leads to the counter rotating vortices.

The mechanism of the vorticity transport is revealed by examining the transport equation of the mean-square vorticity fluctuation [11]. Assuming the two-dimensionality of the mean flow, $W = \Omega_z = \Omega_x = 0$, assuming the symmetry of the flow on the stagnation line, $U = \Omega_z = S_{12} = S_{13} = 0$ and neglecting terms of the first- and second-order derivatives in the Z-direction, the transport equation of the mean-square vorticity fluctuation becomes:

$$
\frac{\partial}{\partial Y} \left( \frac{1}{2} \frac{\omega'^2}{\alpha} \right) (A)
$$

$$
- \frac{\partial}{\partial Y} \left( S_{11} - \omega S_{12} \right) (P_1)
$$

$$
- \frac{\partial}{\partial Y} \left( S_{13} \right) (P_m)
$$
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- Mean Strain
- Turbulent Strain
- Viscous Diffusion
- Turbulent Diffusion
- Dissipation

![Graph of budget of the equation for the mean-square vorticity fluctuation.](image)

**Fig. 18.** Budget of the equation for the mean-square vorticity fluctuation.

\[
\begin{align*}
\frac{1}{2} \frac{\partial}{\partial X} (\omega \omega') + \frac{1}{2} \frac{\partial}{\partial Y} (\omega \omega') & \quad (T_v) \\
\frac{\partial^2}{\partial X^2} \left( \frac{1}{2} \omega \omega' \right) + \frac{\partial^2}{\partial Y^2} \left( \frac{1}{2} \omega \omega' \right) & \quad (T_s) \\
\frac{\partial \omega}{\partial X} \frac{\partial \omega}{\partial X} + \frac{\partial \omega}{\partial Y} \frac{\partial \omega}{\partial Y} + \frac{\partial \omega}{\partial Z} \frac{\partial \omega}{\partial Z} & \quad (D)
\end{align*}
\]

where the rate of strain is

\[
S_{ij} = \left( \frac{\partial U_i}{\partial X_j} + \frac{\partial U_j}{\partial X_i} \right) S_{ij} = \left( \frac{\partial U_i}{\partial X_j} + \frac{\partial U_j}{\partial X_i} \right)
\]

In equation (16), \((A)\) is the advection, \((P_m)\) is the production of the mean-square turbulent vorticity by turbulent stretching of turbulent vorticity, \((P_m)\) is the production of turbulent vorticity caused by the stretching of vorticity fluctuations at the mean rate of strain \(S_{ij}\), \((T_s)\) is the transport of mean-square turbulent vorticity by turbulent velocity fluctuations, \((T_s)\) is viscous transport and \((D)\) is viscous dissipation. The first term of \((T_s)\) and \((T_s)\) were neglected by assuming the line-symmetry of the flow, the first term of \((D)\) was neglected by assuming that the vorticity gradient in the \(X\)-direction is smaller than in other directions. From the continuity of the mean flow the mean rate of strain has the relationship \(S_{xx} = \frac{\omega}{\alpha}\), that results in \((P_m) = \frac{\omega'}{\omega} S_{xx}\). The other terms were calculated from experimental data and \((P_f)\) is as the remainder of the equation. Thus a budget of each term when normalized by \(x^2\) appears as shown in Fig. 18. The mean-square turbulent vorticity is mainly produced by the term \((P_m)\) and balance with the convection and the viscous dissipation. This fact shows us that the amplification of the vorticity in the vicinity of the wall is caused by stretching of the counter rotating vortex pairs for \(X\)-direction by the strain in the mean flow. This amplification of the vorticity has a main role of the augmentation of the heat transfer in the stagnation region of the impinging jet.

4. CONCLUSION

We have presented a study on heat transfer and vortex structure in the stagnation region of a plane impinging jet. Instantaneous and time dependent velocity and temperature distributions in a plane parallel to the stagnation line in the vicinity of the wall were measured by a combined technique of digital particle image velocimetry (DPIV) and laser induced fluorescence (LIF).

Counter rotating vortex pair with upwash between the vortices and downwash at both side of the vortex pair were observed in the stagnation region. Instantaneous velocity and temperature maps showed that the counter rotating vortex pairs were convected from an upstream location, stayed near the wall surface experienced an elongation in the \(X\)-direction by the diverging flow of the impinging jet and as a result exhibited an amplified vorticity. The wall temperature in the upwash region, just under the vortex pair, was locally higher than downwash region where the cold fluid directly impinged onto the wall. A weighted
probability density function of the turbulent heat flux showed that the ejection of the hot fluid from the wall by the upwash mainly contributes to the net turbulent heat flux. A spatial correlation between the vorticity and the turbulent heat flux, the conditional averaged turbulent heat flux for various threshold value of the vorticity provided that the counter rotating vortex pair was attributed to the most probable structure to generate the turbulent heat flux. Terms in the equation of the mean-square vorticity fluctuations were evaluated directly from the experimental data and the stretching of the vortices by the diverging flow amplified the vorticity. This amplification of the vorticity enhanced the heat transfer in the stagnation region of the plane impinging jet.
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